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Abstract

This paper presents a production Semi-
Supervised Learning (SSL) pipeline based on
the student-teacher framework, which lever-
ages millions of unlabeled examples to im-
prove Natural Language Understanding (NLU)
tasks. We investigate two questions related
to the use of unlabeled data in the produc-
tion SSL context: 1) how to select samples
from a huge unlabeled data pool that are ben-
eficial for SSL training, and 2) how do the
selected data affect the performance of differ-
ent state-of-the-art SSL techniques. We com-
pare four widely used SSL techniques, Pseudo-
Label (PL), Knowledge Distillation (KD), Vir-
tual Adversarial Training (VAT), and Cross-
View Training (CVT) in conjunction with two
data selection methods including committee-
based selection and submodular optimization-
based selection. We further examine the ben-
efits and drawbacks of these techniques when
applied to intent classification (IC) and named
entity recognition (NER) tasks in the English
language using a public dataset (SNIPS) and
real-world data from Amazon Alexa. To con-
clude we provide guidelines specifying when
each of these methods might be beneficial to
improve large-scale NLU systems.

1 Introduction

Voice-assistants with speech and natural language
understanding (NLU) are becoming increasingly
prevalent in every day life. These systems, such as
Google Now, Alexa, or Siri, are able to respond to
queries pertaining multiple domains (e.g., music,
weather). An NLU system commonly consists of
an intent classifier (IC) and named entity recog-
nizer (NER). It takes text input from an automatic
speech recognizer and predicts intent and entities.
For example, if a user asks “play lady gaga”, the
IC classifies the query to intent of PlayMusic, and
the NER classifies “lady gaga” as Artist. An impor-
tant requirement for voice-assistants is the ability
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to continuously add support for new functionali-
ties, i.e., new intents, or new entity types, while
improving recognition accuracy for the existing
ones. Having high quality labeled data is the key
to achieve this goal. However, obtaining human
annotation is an expensive and time-consuming
process.

Semi-Supervised Learning (SSL) provides a
framework for utilizing large amount of unlabeled
data when obtaining labels is expensive (Chapelle
et al., 2006; Blum and Mitchell, 1998; Zhou and
Li, 2005). SSL techniques have been shown to
improve deep models performance across different
machine learning tasks, including text classifica-
tion, sequence labeling, machine translation and
image classification (Clark et al., 2018; Miyato
et al., 2019, 2017; Yalniz et al., 2019; Berthelot
et al., 2019; Chen et al., 2020). A common practice
to evaluate SSL algorithms is to take an existing
labeled dataset and only use a small fraction of
training data as labeled data, while treating the
rest of the data as unlabeled dataset. Such evalua-
tion, often constrained to the cases when labeled
data is scarce, raises questions about the useful-
ness of different SSL algorithms in a real-world
setting (Oliver et al., 2018).

In voice assistants, we face additional challenges
while applying SSL techniques at scale including
(1) how much unlabeled data should we use for
SSL and how to select unlabeled data from a large
pool of unlabeled data? (2) Most SSL benchmarks
make the assumption that unlabeled datasets come
from the same distribution as the labeled datasets.
This assumption is often violated as, by design,
the labeled training datasets also contain synthetic
data, crowd-sourced data to represent anticipated
usages of a functionality, and unlabeled data often
contain a lot of out of domain data. (3) Unlike
widely used NLU datasets such as SNIPS (Coucke
et al., 2018), ATIS (Price, 1990), real-world voice
assistant datasets are much larger and have a lot
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of redundancy because some queries such as “turn
on lights” might be much more frequent than oth-
ers. Due to such evaluation concerns, performance
of different SSL techniques in “real-world” NLU
applications is still in question.

To address these issues, we study three data se-
lection methods to select unlabeled data and eval-
uate how the selected data affect the performance
of different SSL methods on a real-world NLU
dataset in the English language. This paper pro-
vides three contributions: (1) Design of a produc-
tion SSL pipeline which can be used to intelligently
select unlabeled data to train SSL models (2) Exper-
imental comparison of four SSL techniques includ-
ing, Pseudo-Label, Knowledge Distillation, Cross-
View Training, and Virtual Adversarial Training
in a real-world setting using data from Amazon
Alexa (3) Operational recommendations for NLP
practitioners who would like to employ SSL in
production setting.

2 Background

Semi-Supervised Learning techniques are capable
of providing large improvements in model perfor-
mance with little effort, which could play a crucial
role in large scale systems in industry. In super-
vised learning, given a labeled dataset D; composed
of input-label pairs (z,y), the goal is to learn a
prediction model fy(x), with parameters 6, that is
able to predict the correct label y' corresponding
to a new unseen input instance x’. SSL techniques
aim to leverage an unlabeled dataset, D,,, to create
better performing models than those that could be
obtained by only using D;.

The two widely used SSL methods are: Pseudo-
Label (PL), and Knowledge Distillation (KD). In
PL, a teacher model trained on labeled data is used
to produce pseudo-labels for the unlabeled data set.
A student model trained on the union of the labeled
and pseudo-labeled data sets, often outperforms the
teacher model. (Yarowsky, 1995; McClosky et al.,
2006). On the other hand, KD SSL methods do not
assign a particular label to an unlabeled instance,
but instead consider the whole distribution over the
label space (Parthasarathi and Strom, 2019; Liu
et al., 2019b; Aguilar et al., 2020). In KD, it is
hypothesized that leveraging the probability distri-
bution over all labels provides more information
than assuming a definitive label belonging to one
particular class (Hinton et al., 2015).

In addition to PL and KD, Virtual Adversarial

Training (VAT) and Cross-View Training (CVT)
have achieved state-of-the-art SSL performance on
various tasks including text classification, named
entity recognition, and dependency parsing (Miy-
ato et al., 2019; Clark et al., 2018; Miyato et al.,
2017; Chen et al., 2020). In this paper, we conduct
comprehensive experiments and analysis related to
these commonly used SSL techniques, and discuss
their pros and cons in the industry setting.

Data selection for SSL has been explored for dif-
ferent tasks including image classification (Ding
et al., 2018), NER (Ji and Grishman, 2006; Ruder
and Plank, 2018). Model confidence based data se-
lection is a widely used technique for SSL data se-
lection where unlabeled data is selected on the basis
of a classifier’s confidence. Due to the abundance
of unlabeled data in production voice-assistants,
model confidence based filtering leads to a very
large data pool. To overcome this issue, we study
different data selection algorithm which can further
reduce the size of unlabeled data.

3 Methods

We are interested in studying two different ques-
tions relevant to the use of unlabeled data in pro-
duction environments: 1) how to effectively select
SSL data from a large pool of unlabeled data, and
2) how do SSL techniques perform in realistic sce-
narios? To do so, we focus on the tasks of intent
classification (IC) and named entity recognition
(NER), two important components in NLU sys-
tems.

The model architecture we study is an LSTM-
based multi-task model for IC and NER tasks,
where we use 300-dimension fastText word embed-
dings (Bojanowski et al., 2016), trained on a large
voice assistant corpus.! A shared 256-dimension
Bi-LSTM encoder and two separate task-specific
Bi-LSTM encoders (256-dimension) are applied
to encode the sentences. A softmax layer and a
conditional random field (CRF) layer are used to
produce predictions for IC and NER, respectively.

Below we describe our implementation of the
SSL techniques and the data selection methods
studied.

3.1 Data Selection Approaches

In the industry setting, we often encounter the sit-
uation where we have extremely large pool of un-

!The text corpus contains data transcribed by an automatic
speech recognition system.
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Figure 1: SSL pipeline. Domain specific unlabeled data are first selected using a domain classifer. We then select a
subset of the unlabeled data using submodular optimization or committee based selection. Finally we train different
SSL models using selected data combined with the labeled data.

labeled data, intractable to have SSL methods run
on the entire dataset. Given this challenge, we pro-
pose a two stage data selection pipeline to create an
unlabeled SSL pool, D,,, of a practical size, from
the much larger pool of available data.

Data selection pipeline, shown in Figure 1, first
uses a classifier’s confidence score to filter domain
specific unlabeled data from a very large pool of
unlabeled data, which might contain data from mul-
tiple domains. For a production system, first stage
filtering might result in millions of examples, so
we further filter data using different selection algo-
rithms to find an SSL data pool, which facilitates
effective SSL training. While the first stage filter-
ing tries to find domain specific examples from a
large pool, the goal of the second stage filtering is
to find a subset of data which could result in better
performance in SSL training.

For first stage filtering, we train a binary clas-
sifier on the labelled data, and use it to select
the in-domain unlabelled data. In our experi-
ments, switching between different binary classi-
fiers (linear, CNN, LSTM, etc) does not signif-
icantly change the selected data. Consequently,
in this study, we simply use a single-layer 256-
dimension Bi-LSTM for the first stage of filtering.
Based on our initial experiments, we use confi-
dence score 0.5 as the threshold for data selection?.
For second stage filtering, we explore data selection
using a committee of models and using submod-
ular optimization. While this paper explores only
two data selection methods, it’s worth mentioning
that any data selection algorithm can be used in the

>We tried confidence larger than 0.5 but found that a high
confidence score degrades the performance. Our hypothesis is

that a high confidence score leads to selecting data similar to
labeled data hence a less diverse SSL pool.

second stage filtering to further optimize the size
of SSL pool.

Selection by Submodular Optimization: Sub-
modular data selection is used to select a diverse
representative subset of samples from given dataset.
This method has been applied in speech recogni-
tion (Wei et al., 2015), machine translation (Kirch-
hoff and Bilmes, 2014) and natural language un-
derstanding tasks (Cho et al., 2019). For SSL data
selection, we use feature-based submodular selec-
tion (Kirchhoff and Bilmes, 2014), where submod-
ular functions are given by weighted sums of non-
decreasing concave functions applied to modular
functions. For SSL data selection, we use 1-4 n-
gram as features and logarithm as the concave func-
tion. We filter out any n-gram features which ap-
pear less than 30 times in D; UD,,. The lazy greedy
algorithm is used to optimize submodular functions.
The algorithm starts with D; as the selected data
and chooses the utterance from the candidate pool
D, which provides maximum marginal gain.

Selection by Committee: SSL techniques work
well when the model is able to provide an accurate
prediction on unlabeled data. However, when this
is not the case, SSL can have a detrimental effect to
the overall system, since the model could be creat-
ing SSL data that is annotated incorrectly. Ideally,
we would like to have a way of detecting when
this might be the case. Typically, for a given input
x, neural networks provide a point estimate that
is interpreted as a probability distribution over la-
bels. If the point x is easy to learn, neural networks
trained from different initial conditions will learn a
similar probability distribution for . On the other
hand, if z is difficult to learn, their predictions are
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likely to disagree or converge to low confidence
predictions. This phenomenon has been observed
in several works addressing uncertainty estimation
(Liu et al., 2019a; Ashukha et al., 2020). As a
consequence, data points with high uncertainty are
more likely to be incorrectly predicted than those
with low uncertainty.

To detect data points on which the model is
not reliable, we train a committee of n teacher
models (we use n = 4 in this paper), and compute
the average entropy of the probability distribution
for every data point. Specifically, let P(y;x,6;)
denote the probability of label y for input = ac-
cording to the i* teacher, we compute the average
entropy of the predicted label distribution of x as:

H(z) = =3 Y ey iy Py; ,0;) log P(y; ,6;).

We then identify an entropy threshold with an
acceptable error rate for mis-annotations (e.g.,
20%) based on a held-out dataset. Any committee
annotated data whose entropy level is higher
than the identified threshold, is deemed “not
trustworthy” and filtered out.

3.2 Semi-Supervised Learning Approaches

We explore the following four Semi-Supervised
Learning techniques:

PL based self-training is a simple and straightfor-
ward method of SSL (Yarowsky, 1995; McClosky
et al., 2006). Using a labeled data set D;, we first
train a “teacher” model, fy. We then generate a
dataset of pseudo-labeled data from D,,, by assign-
ing for each input instance x,,, the label ¢, predicted
by the teacher. A new model, to which we refer
as a “student”, is then trained on the union of both
pseudo-labeled and labeled datasets.

In KD, for a given input, a teacher model pro-
duces a probability distribution over all possible
labels. The predicted probability distribution is of-
ten referred to as “soft label”. The student model
is then trained alternating between two objectives:
minimizing the loss on the labeled data, defined
respectively for different tasks, and minimizing the
cross-entropy loss between the student and teacher
predicted “soft label” on the unlabeled data (Hin-
ton et al., 2015). The soft labels on intents are
generated by the IC’s softmax layer, while the soft
labels on label sequences are generated per token,
by running softmax on the logits for each token
before the CRF layer.

VAT is an efficient SSL approach based on ad-
versarial learning. It has been shown to be highly

effective in both image (Miyato et al., 2019) and
text classification (Miyato et al., 2017) tasks. Given
an unlabeled instance, VAT generates a small per-
turbation that would lead to the largest shift on the
label distribution predicted by the model. After get-
ting the adversarial perturbation, the objective is to
minimize the KL divergence between the label dis-
tribution on the original instance and the instance
with perturbation.

CVT is another SSL approach proved to be effi-
cient on text classification, sequence labeling and
machine translation (Clark et al., 2018). Using
an Bi-LSTM, CVT uses the the bi-directional out-
put from current state as an auxiliary prediction,
takes the single-directional output from current and
neighboring LSTM neurons, and forces them to
predict the same label as the auxiliary prediction.

4 Data Sets

The main motivation of our study is to evaluate
different data selection and SSL techniques in a
production scale setting where we have a large
amount of unlabeled data. To understand impact of
data selection, we create two benchmark datasets
for our experiments. In both experiments, using
the pipeline shown in Figure 1, we first select M
utterances from a very large pool of unlabeled data,
and then apply intelligent data selection to further
select IV unlabeled utterances.

Commercial Dataset: Our commercial dataset
provides an experimental setup to compare SSL
techniques where labeled training data and unla-
beled data come from a similar distribution. We
choose four representative domains (i.e., categories
for which the user can make requests) from a com-
mercially available voice-assistant system for En-
glish language. The four selected categories are 1)
Communication: queries related to call, messages,
2) Music: queries related to playing music, 3) No-
tifications: queries related to alarms, timers, and
4) ToDos: queries related to task organization. For
each domain, NLU task is to identify the intent
(IC), and the entities (NER) in the utterance.

For each domain, our dataset contains 50k unique
training, 50k unique testing utterances, and hun-
dreds of millions of utterances of unlabeled data.
Since, we do not know in advance to which domain
each unlabeled utterance belongs, we first select
500K unlabeled utterance per domain to form their
respective unlabeled data pool, using a domain clas-
sifier, as shown in Figure 1. The choice of 500K
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Table 1: Relative error rate reduction using KD, over
baseline trained with only labeled data, for Music do-
main. Unlabeled data SSL pool size varies from 50K
to 1M utterances. 50K labeled examples are used for
all experiments. The metric for IC is classification er-
ror rate, and for NER is entity recognition F1 error rate.

Task 50K 100K 300K 500K IM
IC -3.81% | -3.37% | -4.40% | -4.49% | -4.09%
NER | -6.05% | -7.49% | -6.96% | -8.07% | -7.20%

size is based on a series of KD based SSL exper-
iments in Music domain, with the SSL data pool
size varying from 50K to 1M. It is observed that
increasing SSL pool size beyond 500k starts to re-
duce the performance gain from SSL (Table 1). To
evaluate the effect of intelligent data selection, out
of 500k, we further select 300k utterances via dif-
ferent data selection approaches and use them as
unlabeled data in SSL experiments.

SNIPS Dataset: We also create a benchmark
setup where labeled and unlabeled data come from
different distributions. We use SNIPS (Coucke
et al., 2018) dataset as labeled data, and use un-
labeled data from our commercial dataset as SSL
pool data. Similar to our commercial dataset, we
train a binary classifier for each intent on SNIPS
and use it to select 300, 000 utterances as the unla-
beled data pool for each intent. Then, we apply data
selection approaches to filter for 20, 000 utterances
per intent for SSL experiments.

5 Results

This section presents evaluations of different SSL
techniques using different data selection regimes.
For all experiments, hyperparameters are optimized
on development set. The SSL techniques evaluated
are: PL, KD, VAT, CVT. The data selection meth-
ods evaluated are: random selection (Random),
submodular optimization based selection (Submod-
ular), and committee-based selection (Committee).

5.1 Results on Commercial Dataset

Due to confidentiality, we could not disclose ab-
solute performance numbers on the commercial
dataset. Only relative changes over baseline are
reported. A summary of the results for the various
data selection and SSL techniques is given in Table
2. “Baseline” refers to model trained with only
labeled data. The metric for IC task is intent classi-
fication error rate. The metric for NER task is entity
recognition F1 error rate. The table shows the rel-

ative error reduction compared to baseline. The
bold font shows the best performing SSL method
for each data selection approach.

Comparison of Data Selection Methods: We
observe that both Submodular and Committee
based selection outperforms random selection
across all domains and SSL techniques. This shows
the effectiveness of Stage 2 data filtering. While on
Notifications and ToDos domain, submodular selec-
tion performs better than other methods, on Com-
munication and Music domain, committee based
selection performs the best.

Comparison of SSL Techniques: Table 2
shows that KD improves performances over PL in
virtually all scenarios (except for NER in ToDos).
This supports the hypothesis that using the full dis-
tribution predicted by the teacher model, instead
of using solely the predicted label, allows for the
transfer of extra information when training a stu-
dent model. In addition, though both VAT and CVT
consistently outperform KD and PL, their benefits
are task dependent. VAT shows stronger benefits on
all NER experiments, while CVT performs better
in most IC experiments. From an accuracy perspec-
tive, VAT is more beneficial in NER tasks while
CVT is more beneficial in classification tasks.

SSL. Techniques Computation Comparison:
We time each SSL technique on the data selected
for Music domain. While PL. and KD took approx-
imately 30 minutes to train each epoch on a Tesla
V100 GPU, VAT and CVT took 62 minutes and 75
minutes, respectively. Given that PL and KD have
similar compute requirement and KD consistently
outperforms PL, KD should be preferred over PL
for SSL. The decision between CVT and VAT relies
on the trade-off between accuracy and cost.

5.2 Results on SNIPS Dataset

Test results on SNIPS dataset are summarized in
Table 3. The test results on SNIPS aligns with our
observations on commercial dataset in that VAT and
CVT are the superior SSL techniques; except for
the IC task with submodular data selection, these
techniques outperformed PL and KD in every other
situation. Moreover, the results show that VAT and
CVT provide good generalization even when the la-
beled and unlabeled data are from different sources
and of different distributions. In contrast to the
commercial dataset where intelligent data selection
leads to better performance, on SNIPS dataset, we
found that submodular optimization or committee
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Table 2: Error reduction of SSL methods, relative to baseline. Bold represents the best SSL method for a given data
selection technique. Bold' represents the best performance across all SSL methods and data selection techniques.

SSL Selection Communication Music Notifications ToDos
Algorithm | Approach IC NER IC NER IC NER IC NER
Baseline 0 0 0 0 0 0 0 0
PL 3.61% | -2.86% | -4.86% 370% | -279% | -4.06% | -2.94% | -3.33%
KD Random 635% | -297% | -6.96% 440% | -3.48% | -4.84% | -4.18% | -1.59%
VAT 8.14% | -8.18% | -11.15% | -926% | -6.90% | -8.55% | -4.07% | -4.59%
CVT 961% | -526% | -7.21% 813% | -139% | -7.19% | -4.75% | -2.38%
Baseline 0 0 0 0 0 0 0 0
PL 490% | -3.11% | -4.61% 335% | -1.48% | -4.62% | -1.70% | -4.32%
KD Submodular | -6.69% | -3.40% | -8.19% 3.63% | -291% | -432% | -5.01% | -2.59%
VAT -11.56% | -8.39% | -14.72%" | -11.03%" | -8.70% | -11.86%" | -6.24% | -5.77%
CVT -14.72% | -591% | -9.84% 9.94% | -872%" | -10.61% | -6.30% | -3.13%
Baseline 0 0 0 0 0 0 0 0
PL -10.54% | -3.91% | -9.02% 3.93% | -690% | -447% | -455% | -3.61%
KD Committee | -11.13% | -4.46% | -11.98% | -4.09% | -7.76% | -5.06% | -6.10% | -2.61%
VAT -13.16% | -9.40%7 | -13.63% | -10.10% | -8.50% | -11.82% | -5.75% | -5.99%"
CVT -15.25%% | -6.53% | -8.72% 827% | -8.72%" | -10.40% | -7.34%" | -3.58%

Table 3: Model performance by different SSL methods
and data selection methods, for SNIPS data set. The
metric for IC task is classification error rate, and for
NER task is entity recognition F1 error rate.

SSL Selection SNIPS
Algorithm | Approach IC NER

Baseline 0.9744 | 0.9367
PL 0.9743 | 0.9326
KD Random 0.9743 | 0.9424
VAT 0.9814 | 0.9604
CVT 0.9871 | 0.9565
Baseline 0.9744 | 0.9367
PL 0.9743 | 0.9342
KD Submodular | 0.9786 | 0.9403
VAT 0.9728 | 0.9579
CVT 0.9785 | 0.9524
Baseline 0.9744 | 0.9367
PL 0.9700 | 0.9272
KD Committee | 0.9729 | 0.9353
VAT 0.9772 | 0.9501
CVT 0.9780 | 0.9518

based selection do not provide any gain over ran-
dom selection. This difference in performance is
likely a result of the difference in data distribution
between our commercial dataset and SNIPS. The
unlabeled data from SNIPS differs significantly
from the training data, which makes the data se-
lection algorithms susceptible to noisy unlabeled
data selection. For example, submodular optimiza-
tion primarily optimizes for data diversity which
makes it more likely to select diverse, out of do-
main examples than random selection. In contrast,
the unlabeled data from our commercial dataset is
highly related to the training data, containing many

paraphrases or similar entities. Following the previ-
ous example, the inherent diversity of submodular
selection is likely to capture diverse paraphrases of
known intents, which in turn expands the space of
possible utterances that the underlying IC models
can correctly classify.

5.3 Diversity of Selected Data

In supervised machine learning, a diverse training
set often correlates with good generalizability. To
understand the correlation between the diversity of
SSL training data set and model performance, we
measure the diversity of the selected data by com-
puting the unique n-gram ratio present in D; U D,,
and D; data. This provides a sense of how different
the selected data is from the data used for training.
The higher the ratio, the more diverse the n-grams
of unlabeled data are compared to the labeled data.
Table 4 shows the unigram and 1-4 gram ratios for
the different selection algorithms. A unigram ratio
of 2 means that a selection algorithm has expanded
the vocabulary size by two. Similarly, 1-4 gram ra-
tio represents the ratio by which n-gram vocabulary
has expanded. We observe that a diverse SSL pool
does not necessarily lead to better performance.
For example, in the Todos domain, while randomly
selected data is more diverse, committee-based se-
lection consistently outperforms random on both
IC and NER tasks. This result highlights that sim-
ply optimizing for token diversity is not enough for
improving SSL performance.
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Table 4: Unique unigram and 1-4 grams ratio present in D; U D,, and D;

Domains Random Committee Submod
Unigram | 1-4 gram | Unigram | 1-4 gram | Unigram | 1-4 gram
Communication 3.21 9.29 3.29 10.21 1.41 6.17
Todos 2.88 6.04 1.4 3.51 1.51 3.19
Music 3.19 6.42 3.24 6.39 343 7.18
Notifications 3.04 6.01 3.08 59 1.77 3.97

6 Recommendations

Based on our empirical results, we make the fol-
lowing recommendations for industry scale NLU
SSL systems.

Prefer VAT and CVT SSL techniques over
PL and KL: When selecting SSL techniques, CVT
usually performs better for classification task while
VAT is preferable for NER task. In general, we
would recommend VAT since its performance in
classification task is comparable to CVT and also
because VAT excels in NER task which is usually
harder to achieve performance gain.

Use data selection to select a subset of unla-
beled data: For industry setting where the volume
of unlabeled data is impractically large, we intro-
duce a data filtering pipeline to first reduce the size
of unlabeled data pool to a manageable size. Our
experiments show that both submodular as well
as committee based data selection could further
improve SSL performance. We recommend Sub-
modular Optimization based data selection in light
of its lower cost and similar performance to com-
mittee based method.

From experiments on SNIPS data sets, we ob-
serve that further data selection does not bring extra
improvement comparing to random selection. Op-
timizing data selection, when unlabeled data pool
is of a drastically different distribution from the
labeled data, remains a challenge and could benefit
from further research.

7 Conclusion

In this paper, we conduct extensive experiments
and in-depth analysis of different SSL techniques
applied to industry scale NLU tasks. Industrial set-
tings come with some unique challenges such as
massive unlabeled data with a mixture of in domain
and out of domain data. In order to overcome these
challenges, we also investigate different data selec-
tion approaches including submodular optimization
and committee based filtering.

Our paper provides insights on how to build an

efficient and accurate NLU system, utilizing SSL,
from different perspectives (e.g. model accuracy,
amount of data, training time and cost, etc). By
sharing these insights with larger NLP community,
we hope that these guideline will be useful for
researchers and practitioner who aim to improve
NLU systems while minimizing human annotation
effort.

8 Ethical Considerations

Our paper proposes a two stage data selection
pipeline to efficiently utilize large amount of unla-
beled data. While the focus of this work is to im-
prove NLU models, selected unlabeled data might
introduce biases in the trained models. We suggest
carefully examining the potential bias exhibited due
to the selected data before deploying SSL models
in any real-world applications.
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