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Abstract
The use of automatic methods for the study
of lexical semantic change (LSC) has led to
the creation of evaluation benchmarks. Bench-
mark datasets, however, are intimately tied to
the corpus used for their creation questioning
their reliability as well as the robustness of
automatic methods. This contribution investi-
gates these aspects showing the impact of un-
foreseen social and cultural dimensions. We
also identify a set of additional issues (OCR
quality, named entities) that impact the perfor-
mance of the automatic methods, especially
when used to discover LSC.

1 Introduction

Natural languages are de facto living entities al-
ways subject to change and evolution. The di-
achronic dimension of natural language has played
a pivotal role in the history of Linguistics. Under-
standing and explaining why a community of speak-
ers “speak” as they do is of primary importance to
access one’s cultural heritage and perspectives on
the world.

In recent years, the Natural Language Pro-
cessing (NLP) community has developed an
interest in historical linguistics, and in particular
in the study of lexical semantics change (LSC).
Previous work has investigated LSC using
different approaches, including statistical tests
over time period (Popescu and Strapparava, 2013),
supervised methods (Mihalcea and Nastase, 2012),
count-based distributional approaches (Gulordava
and Baroni, 2011), sense-based methods (Kim
et al., 2014; Mitra et al., 2014; Frermann and

Lapata, 2016), and neural language models (Hamil-
ton et al., 2016a,b; Schlechtweg et al., 2018;
Orlikowski et al., 2018; Brandl and Lassner,
2019; Gonen et al., 2020; Giulianelli et al., 2020;
Schlechtweg et al., 2020). This has been possible
thanks to two factors: increased availability of
machine-readable texts covering different periods
and increased processing capabilities. The use
of computational models for studying LSC is
not free from problems, however, as highlighted
by Hengchen et al. (2021).

Almost every computational model for LSC
is grounded on the Distributional Hypothesis of
meaning according to which “the meaning of
a word is its use” (Wittgenstein, 2010) and the
“difference in meaning correlates with difference
in distribution” (Harris, 1954). Distributional
models are powerful, yet they suffer from some
limitations, namely: (i) they require large amount
of text; (ii) they are sensitive to the type of texts
and the distribution (i.e., frequency) of the lexical
items; and (iii) they tend to conflate different types
of information and variables such as semantics,
social and topical information.

This contribution investigates two strictly
connected aspects: the reliability of LSC bench-
mark data and the sensitivity of a state-of-the-art
approach for LSC, grounded on the distributional
hypothesis, when changing the source corpus.
The results of our work will help to shed light
on systems’ robustness and stability by verifying
whether methods tuned on one corpus can be
directly applied to another.
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2 Methodology

To test benchmark independence and models’ ro-
bustness for LSC, we design a set of experiments
using two source corpora, a common benchmark,
and a common architecture for LSC detection.

The first corpus is the “L’Unità” corpus (Basile
et al., 2020a). It covers a time span between 1945–
2014 and it has been collected, pre-processed, and
released for the DIACR-Ita (Diachronic Lexical Se-
mantics in Italian) task (Basile et al., 2020b), a LSC
change shared task for Italian. Texts were extracted
from PDF files by using the Apache Tika library1

and pre-processed with spaCy2 for tokenization,
PoS-tagging, lemmatization, named entity recogni-
tion and dependency parsing. The second corpus
was obtained by crawling a publicly available digi-
tal archive of the Italian newspaper “La Stampa”.
The corpus covers a shorter time period (1945–
2005) and it was pre-processed using the same
tools and pipeline of “L’Unità”. Each corpus is
split into two sub-corpora, C1 and C2, covering dif-
ferent time periods. Table 1 summarises the basic
statistics of corpora and the time periods of each
sub-corpus.

Corpus Subcorpus Tokens
L’Unità C1 [1945 – 1970] 52,287,734
L’Unità C2 [1990 – 2014] 196,539,403
La Stampa C1 [1945 – 1970] 670,281,513
La Stampa C2 [1990 – 2005] 1,193,959,080

Table 1: Corpora statistics.

The corpora present two major differences. First,
as shown in Table 1, the number of tokens in “La
Stampa” is consistently larger than “L’Unità”. Sec-
ond, the political and social orientations of the two
newspapers are different. Historically, “L’Unità”
has been the official newspaper of the Italian Com-
munist Party and of its successors PDS/DS. “La
Stampa” is the oldest newspaper in Italy, tradition-
ally it has voiced centrist and liberal positions.

The only benchmark for Italian has been pro-
posed in the context of DIACR-Ita. The dataset
contains 18 target lemmas, 6 of which are instances
of a LSC. The dataset was manually created using
the “L’Unità” corpus, where a valid LSC corre-
sponds to the acquisition of a new meaning by a
target word in C2.

1https://tika.apache.org/
2https://spacy.io/

As architecture for automatic LSC detection, we
obtain comparable diachronic representations of
word meanings by re-implementing the Word2Vec
Skipgram model (Mikolov et al., 2013) with Or-
thogonal Procrustes (OP-SGNS) (Hamilton et al.,
2016b). In particular, we adopted the implemen-
tation proposed by Kaiser et al. (2020), a state-
of-the-art system that ranked 1st both at DIACR-
Ita and at SemEval 2020 Task 1: Unsupervised
Lexical Semantic Change Detection (Schlechtweg
et al., 2020). Model parameters are reported in
Appendix A. Word embeddings were generated us-
ing lemmas to reduce sparseness and facilitate the
evaluation against the benchmark.

3 Testing for Robustness and
Independence

Testing for robustness and consistency for LSC is
not trivial since it requires to distinguish between
two strictly connected dimensions: (i) reliability of
the benchmark (dataset dimension), and (ii) varia-
tions in data distributions (corpora dimension). The
first dimension (dataset) is analysed by comparing
on the DIACR-Ita benchmark the performances of
the same model trained on the two corpora. The
corpora dimension is investigated by manually in-
specting the disagreements between the model pre-
dictions. All 18 target words in the benchmark
satisfy a minimal frequency threshold of 10 both in
C1 and C2 in “La Stampa”, allowing us to reliably
compare the results.

To study the reliability of the DIACR-Ita bench-
mark with respect to the underlying corpus, for
each target word in the benchmark, we computed
the cosine similarity of its embedding representa-
tion from each sub-corpus (C1 and C2). To account
for the random initialisation of the OP-SGNS pa-
rameters, we ran 10 experiments with different ini-
tialisations and averaged the results. The system
accuracy is computed as the fraction of correctly
predicted words over the total number of words
in the benchmark. A target word is deemed as an
instance of LSC when its cosine similarity across
the two time periods is below a given threshold λ∗.

Since the focus is on the reliability of the bench-
mark across corpora, and not the system perfor-
mances, the threshold λ∗ for each corpus is set up
to the value that maximises the system performance
on the corpus.

Using the optimal threshold, our implementation
of OP-SGNS obtained an accuracy of 0.96 ± .02

https://tika.apache.org/
https://spacy.io/
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when trained on “L’Unità” and 0.83 ± .00 when
trained on “La Stampa”, a difference spawned by
the incorrect classification of the words ape (LSC),
rampante (LSC), and brama (stable).

To understand the role of the two corpora, we
compare the target word similarities between C1

andC2 on the two corpora. Figure 1a and Figure 1b
illustrate the similarities of the stable and LSC tar-
get words, respectively. Overall, the identification
of LSC target words seems consistent among the
two corpora, and lets us assume that the benchmark
is reliable and the algorithm is robust.

We further analyse the system’s disagreements
by manually exploring their occurrences in each
corpus for every time period.3 For the target brama
(‘yearning’), “La Stampa” indicates a potential
LSC. The manual inspection, however, has con-
firmed the annotation in the benchmark (i.e., a sta-
ble meaning) showing that the change is triggered
by the presence of this word in band names in the
C2 portion of the corpus. Ape (‘bee’) is listed in
the benchmark as an LCS, since in C2 it refers
not only to the insect, but also to a three-wheeled
vehicle. Despite this new sense is present in the
C2 sub-corpus of “La Stampa”, the difference in
similarity is above the threshold. Interestingly, in
this corpus we observe the three-wheeled vehicle
sense also in C1, especially as part of paid adver-
tisements. This points to a bias in the corpus (i.e,
“L’Unità”) used to create the benchmark, namely
the lack of (or extremely limited) presence of adver-
tisements, which has obfuscated the occurrence of
the three-wheeled vehicle sense and suggested ape
as a good candidate for an LSC. Ape is interesting
also for another reason: the discrepancy between
when it was first on the market (1948) and its first
attestation in the Sabatini Coletti dictionary (1983).
Further related to the more commercial nature of
the “La Stampa”newspaper is the higher difference
in similarity with respect to the “L’Unità” for the
word rampante (‘rampant’/‘high-flying’). In “La
Stampa”, the word occurs also in C1 as part of
the book title “Il barone rampante”; this has mit-
igated the variation in context of usage with the
occurrences of rampante in C2.

4 Models into the Wild

We further extended the analysis to the whole com-
mon vocabulary of the two corpora to test the ro-

3We use NoSketch Engine https://nlp.fi.muni.
cz/trac/noske.

bustness of the computational model. In particular,
we consider the vocabulary intersection V of the
two sub-corpora, that consists of 48,681 lemmas.
Then, we compute the two sets X and Y of cosine
similarities for all the words in V . A first analysis
was conducted to understand to which extent the
rank order of the two sets X and Y are correlated.
The Spearman Correlation between the two sets is
0.67 (p-value < 0.01), which indicates a positive
correlation between the two rank orders, suggest-
ing that the output of OP-SGNS is similar across
the two corpora. The plots of the correlations are
reported in Figure 2 in Appendix B.

In this analysis, the optimal thresholds cannot
be computed due to the lack of a gold-standard
for the whole vocabulary intersection V . Potential
LSC instances are identified by using as threshold
the difference between the average of the cosine
similarities (µ) and the standard deviation (σ) over
the set V :

LCS(X) = {ti ∈ V | xi < µ(X)− σ(X)}

Where ti is the term associated with the ith sim-
ilarity xi ∈ X . Similarly, we compute the set
LCS(Y ). The intersection of the two LCS sets
consists of 2,283 lemmas. A quick inspection of
the proposed LSCs immediately triggers observa-
tions concerning two aspects: (i) the well formed-
ness of a lemma; and (ii) the presence of named
entities (NEs). By well formedness, we refer to the
lemma being an actual word attested in a reference
dictionary of Italian. Indeed, some of the lemmas
with the lowest similarity scores, e.g., gaucha, bwa,
bill, -anche, do not appear to be well formed Italian
words. Reasons for this are to be found in the qual-
ity of the digitized versions of the documents of the
two corpora, the presence of foreign words (e.g.,
frere, French for ‘brother’), as well as tokenization
errors of the pre-processing tool. We use the list of
lemmas in the Sabatini Coletti dictionary to filter
out all of these entries.

NEs appear to be an additional source of noise.
Lemmas like albertarelli, beraudo, napoleoni,
armellini, are all instances of NEs referring to peo-
ple’s surnames. We automatically filter NEs in two
steps: (i) for each word in a sequence tagged as
NE by spaCy, we retrieve and store separately the
corresponding lemma; (ii) every candidate LSC
lemma is matched against the list generated in (i),
greedily filtering all lemmas found to be part of a
NE.

https://nlp.fi.muni.cz/trac/noske
https://nlp.fi.muni.cz/trac/noske
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(a) Stable targets. (b) LSC targets.

Figure 1: LSC change scores computed using cosine similarity on both “L’Unità”and “La Stampa”corpus. The
dashed lines indicate the λ∗ thresholds, computed respectively on “L’Unità”and “La Stampa”corpus. Similarities
below the thresholds trigger an LSC.

After the filtering, only 232 lemmas remain. We
sample 50 lemmas (approx. 20%), for a manual
inspection. For each lemma, we collected its defini-
tions and the associated year(s) of first attestation
from the Sabatini Coletti. Then we manually ex-
plored the context of occurrence of each lemma in
each time period for each corpus. The manual vali-
dation followed a similar approach to the creation
of DIACR-Ita gold standard: a lemma is considered
to be undergone an LSC only if the definition(s)
of the sense are attested in C2 and not in C1. The
analysis was conducted by only one annotator, who
is one of the authors of this paper. By simply us-
ing the date of first attestation in the dictionary, 37
lemmas do not qualify as having undergone LSC
between the two time periods. Of the remaining
13 lemmas: three have no date of first attestation;
five lemmas have a date of first attestation after
1970 (i.e. these lemmas were not used before); and
five lemmas present new senses. However, when
considering only those lemmas with a new sense
attested after 1970, this list reduces to two lemmas.

The manual exploration of the contexts of oc-
currence in both corpora of the 50 lemmas showed
that only four of them (8% of the total sample) can
be considered correct examples of an LSC. Two
of them, palmare (‘obvious’/‘palmar’/‘hand-held
computer’) and patteggiare (‘negotiate’/‘plea’), are
also attested in the Sabatini Coletti. The remaining
two, handicappare (‘to handicap’) and orgasmo
(‘orgasm’), indicate a change of use rather than an
actual change of meaning. In particular, handicap-
pare, and namely its participial form, was used dur-

ing the 80s/90s to refer to people with disabilities,
extending the initial meaning in C1 of “to assign an
handicap to a team”. The use of the word with this
meaning is now derogatory and it is not attested
in the dictionary. On the other hand, orgasmo was
used in C1 in its figurative meaning of great or ex-
treme anxiety, e.g. “nell’orgasmo del momento”
(‘in the excitement of the moment’). On the other
hand, in C2 is used with reference to sex and sex-
uality. Three additional lemmas are signalled as
lexical changes: pula, doc, and tac. However, they
are officially attested as different lemmas in the
Sabatini Coletti, thus implying homonymy. All
remaining entries are false positives being either
NEs or OCR errors. For the NEs, these are cases
where the NE also corresponds to a lemma in the
reference dictionary. A good example of this is
borsellino. In C1, both corpora present context of
use with the dictionary meaning of “a small purse”.
However, in C2, the contexts of use refer to the
judge Paolo Borsellino4, killed in a terrorist attack
by the Mafia.

NEs introduce additional challenges while con-
structing a benchmark for LSC, especially when
they are homonyms with common nouns. A viable
solution to this problem would be to detect and
disregard from the corpus those entities that are
homonyms of common nouns. This also calls for
the development of more robust systems for NE
detection: besides our efforts at filtering NEs, lots
of them have remained as potential targets of LSC.

4https://en.wikipedia.org/wiki/Paolo_
Borsellino

https://en.wikipedia.org/wiki/Paolo_Borsellino
https://en.wikipedia.org/wiki/Paolo_Borsellino
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5 Conclusion and Future Work

This contribution has tested the reliability of the
DIACR-Ita benchmark for LSC when the under-
lying corpus used to train and detect LSCs varies.
Furthermore, it has scrutinised the robustness of
the LSCs, detected by a common algorithm, across
different corpora.

Although preliminary, our results indicate that:
(i) social and cultural dimensions must be carefully
considered when creating LSC benchmark since
potential positive examples may be biased; (ii) cur-
rent approaches to unsupervised LSC are sensitive
to the used corpora; (iii) quality of the data (i.e.,
OCR rendering) and the presence of NEs, espe-
cially homonyms with common nouns, are major
sources of errors when such automatic methods are
applied to actively discover cases of LSC. Strictly
connected to this latter aspect is the hiatus between
the results of the algorithm against the benchmark
and its use “in the wild”. This calls for the devel-
opment of different and more realistic evaluation
protocols for unsupervised LSC and research pro-
grammes to address the availability of high quality,
distributable diachronic corpora.

Besides these limitations, the use of LSC meth-
ods on sources with clear differences along social,
political, and cultural dimensions could promote a
cross-fertilisation of disciplines.

As future work, we plan to extend our analysis
to both other corpora and languages, as well to
other lexical change detection algorithms, in order
to confirm the validity of our findings.
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A OP-SGNS Parameters

Parameter Value
learning rate 0.025
min. frequency 10
downsampling rate 0.001
training epochs 5
negative sampling 5
context window 5
vector dimension 300

Table 2: OP-SGNS Parameters for the creation of the
word embeddings.

The initial learning rate is set to 0.025, with a
negative sampling of 5 and a context window size
fixed to 5.

B Cosine similarities: Spearman
Correlations

Figure 2 shows the plots of the Spearman correla-
tions between the two sets of ranked similarities
computed over the two sub-corpora, C1 and C2,
of “L’Unità” and “La Stampa”, respectively. The
cosine similarities are binned in bin of size 0.05 in
the interval [0.0, 0.9]. The background histogram
reports the binned cosine similarity distribution for
“L’Unità” (Figure (a)) and “La Stampa” (Figure
(b)). The foreground red plot shows the correspond-
ing Spearman correlation values when computed
against the “La Stampa” (Figure (a)) and “L’Unità”
(Figure (b)), respectively.

(a) L’Unità - La Stampa

(b) La Stampa - L’Unità

Figure 2: Correlation plots.


