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Abstract

While the production of information in the
European early modern period is a well-
researched topic, the question how people
were engaging with the information explosion
that occurred in early modern Europe, is still
underexposed. This paper presents the anno-
tations and experiments aimed at exploring
whether we can automatically extract media
related information (source, perception,
and receiver) from a corpus of early mod-
ern Dutch chronicles in order to get insight in
the mediascape of early modern middle class
people from a historic perspective. In a num-
ber of classification experiments with Condi-
tional Random Fields, three categories of fea-
tures are tested: (i) raw and binary word em-
bedding features, (ii) lexicon features, and (iii)
character features. Overall, the classifier that
uses raw embeddings performs slightly bet-
ter. However, given that the best F-scores are
around 0.60, we conclude that the machine
learning approach needs to be combined with
a close reading approach for the results to be
useful to answer history research questions.

1 Introduction

It is well known from previous studies that early
modern Europe witnessed an eruption of news,
which was due to developments such as the bur-
geoning business of print, the professionalization
of postal networks, and the invention of the news-
paper (Pettegree, 2014; Rosenberg, 2003). While
the production of information by various media is
a well-researched topic, the question how people
were engaging with this information explosion is
still underexposed aside from a few studies (van
Groesen, 2016; Blaak, 2009). Historians find it
difficult to answer questions such as ‘who owned
book shelves?’, ‘who read which books?’, and
‘who bought newspapers?’, since they have not
yet found a suitable source and method to research
these issues concerning the spread of information
from the perspective of the consumer.

1

Roser Morante
VU University Amsterdam
r.morantevallejo@vu.nl

A source of information that might contain the
key to answer these questions are early modern
chronicles. A chronicle is a text from someone
who keeps a record of events happening in their
surroundings, who believes that these events are
worth recording, and that the best way to structure
this information is to do so chronologically (Poll-
mann, 2016). To fill their chronicle with useful
information, early modern chroniclers used a wide
variety of information sources, such as pamphlets,
newspapers, official announcements, gossips, con-
versations, songs and other sounds, letters from
friends or relatives, or the chronicler themselves
functioned as eyewitness. All the sources that a
modern chronicler had available constitute the early
modern ‘mediascape’, a term coined by Appadurai
(1990). Furthermore, the genre of the chronicle has
remained rather stable over the centuries, and since
many texts have been preserved in both public and
private archives, a rather homogeneous collection
of manuscripts still exists.

This is why chronicles are a suitable source for
historians to get more insight in the reception of
news and information. Two aspects are interesting
to analyse from a history perspective: (i) the media
that are mentioned by the author of the chronicle
(such as ‘my uncle’, ‘the newspaper’, ‘a rumour’),
and (ii) the information that the chronicler is report-
ing on, which they have obtained from the media.
These data are contained in the chronicles and tra-
ditionally close reading methods would be applied.
However, in order to generalise across chroniclers,
it is necessary to analyze as many chronicles as
possible. Since close reading is a time consuming
process, computational methods should be applied
to automatically find the data.

This is the goal of this study. We focus on the
first aspect (media) and present a computational
approach to automatically extract media related
information from Dutch early modern chronicles.
This has been possible thanks to the availability of
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a corpus of 350 Dutch chronicles from the period
1500-1850 fully digitized. Our research question is:
to which extent is it possible to automatically ex-
tract media mentions from a corpus of early modern
Dutch chronicles? Addressing this issue is relevant
because having this information available would al-
low historians to find out which books chroniclers
owned, which newspapers they read, and in what
other ways they received new information. It also
provides insights in how the media use of chroni-
clers differs among each other. It would be possible
to investigate, for example, how the mediascape
of a chronicler from a large city such as Ghent,
relates to that of a chronicler from a small provin-
cial town such as Hoorn. Furthermore, it tells us
something about how the preferences for certain
media develop over time. The broader context of
this study is to explore whether the use of compu-
tational methods can help historians to analyse the
data concerning the mediascape of early modern
chroniclers.'

Section 2 presents related work, Section 3 de-
scribes the data, Section 4 the methods, Section 5
the experiments, and Section 6 the results. Finally,
in Section 7 we put forward some conclusions.

2 Related work

Historical text mining is an incipient field (Pi-
otrowski, 2012). Regarding the Dutch language,
historical text mining studies are limited. Stylomet-
ric methods have been applied in authorship veri-
fication tasks on medieval and early modern texts
(Kestemont et al., 2017; Kestemont, 2018). Further-
more, Dutch early modern songs have been quanti-
tatively researched (Lassche et al., 2019; Lassche,
2019). Corpora of historical Dutch newspapers
have been subject to research in several studies,
including Wevers and Verhoef (2018), Wevers et al.
(2020), and Ros (2019). This work is the first to
investigate chronicles on a large scale and with the
use of text mining methods. Early modern Dutch
chronicles have only been qualitatively researched
up until now (Blaak, 2009; Pollmann, 2016, 2017).
The same goes for chronicles in other languages,
such as German, where only case studies on a hand-
ful chronicles have been published (Rau, 2002;
Mauer, 2001).

Word embedding models (or word vector mod-

'The underlying code and materials of this paper
are accessible via Github, see https://github.com/
awlassche/media-mentions-1latech.

els) have recently become a popular way to de-
scribe a corpus of texts. Well known imple-
mentations are word2vec and fasttext (Bo-
janowski et al., 2017). Regarding the Dutch lan-
guage, they have been used for relation evaluation
and dialect identification (Tulkens et al., 2016),
and to detect semantic change in Dutch newspa-
pers (Wevers and Koolen, 2020; Wevers, 2019) and
parliamentary debates (Lange, van and Futselaar,
2019). Word embeddings have been used as fea-
tures in classification tasks (see for example Beelen
et al. (2021)), but to the best of our knowledge, this
has never been done for the historic Dutch lan-
guage. Studies with corpora in other languages
show that there are multiple ways to implement
the word embeddings as features of a classifier. In
Huang et al. (2015), every one hot encoding word
representation is simply replaced with its corre-
sponding 50-dimensional embedding vector. The
authors of (Wu et al., 2015) compared three strate-
gies for deriving distributed word representations
in a corpus of English clinical texts. They base
their method on earlier work (Guo et al., 2014),
in which three different approaches for utilizing
the embedding features are compared. In Wu et al.
(2015) it is shown that the binarized word embed-
ding features caused the largest improvement of the
performance of the CRF system, while Guo et al.
(2014) concluded that a distributional prototype
approach performed the best. Bansal et al. (2014)
perform agglomerative hierarchical clustering of
the embedding vectors to take into account all di-
mensions of a vector simultaneously. Dafena and
Siiss (2020) use a neural network that is allowed
to update the word vectors during training, since
their Czech corpus from which a word embedding
model was build, was rather small.

As far as we know, the current study is the first
in which historic Dutch word embeddings are used
as features of a classifier. We also do not know of
any studies in other historical languages, in which
a similar classification task is performed.

3 Data

In the context of the research project ‘Chronicling
Novelty. New knowledge in the Netherlands, 1500-
1850°, led by Judith Pollmann (Leiden University)
and Erika Kuijpers (VU), a corpus of about 350
early modern Dutch chronicles has been built over
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the last three years.” The texts included in the
corpus have the following characteristics: they are
written between 1500 and 1850, they are organised
chronologically, they cover events that happened in
the lifetime of the author, and they focus on local
events more than national, individual or familial.

About 100 of these chronicles had been pub-
lished before as a contribution to a journal, on the
initiative of an archive, or in the private domain,
and were digitised by the DBNL (Digital Library
for Dutch Literature). The other 250 chronicles
were kept in libraries and archives throughout the
Netherlands and Belgium. Every manuscript page
was scanned, and afterwards transcribed with both
the Handwritten Text Recognition tool Transkribus
(Kahle et al., 2017), and the help of volunteers on
the online crowd sourcing platform Vele Handen.
Currently, the corpus contains about 70,000 pages.

In order to improve the searchability of the cor-
pus of chronicles, a second group of volunteers is
labeling useful information in the completely tran-
scribed chronicles. They annotate both content and
lay out in the chronicle pages, using labels includ-
ing date, location, and person name, as
well as page number, lists and tables,
and copied text. Besides, a select group of
volunteers has labeled media mentions in the chron-
icles. These are the annotations that are used in this
study, which will be discussed in more detail in the
next subsection.

3.1 Annotated media corpus

A group of four volunteers, all having an above
average knowledge of the early modern Dutch lan-
guage and culture, has been annotating media men-
tions in the chronicles. They were provided with
extensive guidelines in which media mentions were
explained.? To extract media related information,
three types of annotations are relevant:

* a receiver, who is the person receiving
information;

* a source, which is the instance bringing in-
formation to the receiver;

* a perception, which is the way in which
the source is bringing information to the re-
ceiver.

0n http://www.chroniclingnovelty.com/

kronieken/, an overview of the corpus can be found.

3The annotation guidelines are accessible via the Github
repository.

The label perception has four possible
attributes: oral/heard, written/read,
seen, or else. See the following examples trans-
lated from Dutch into English:

1. “This  morning
man </source>
oral/heard> telling </perception>
<receiver> us </receiver> that because
of the disease, no one was allowed to be buried in the
church.’

<source>
came

mayor  Vorster-
<perception:

2. ‘On 18 February <receiver> we </receiver>
have <perception: written/read> seen
</perception> in the <source> Amsterdammer
Courant </source> of that day that Her Royal
highness had given birth to a healthy and well-made
Prince on the 16th at 11 in the evening in The Hague!’

3. ‘<receiver> | </receiver> have been to
Broek and have <perception: seen> seen
</perception> the Prince having dinner and walk-
ing through the village.’

4. ‘<receiver> They </receiver>
<perception: oral/heard> heard
</perception> how a farmer hanged himself.’

5. ‘<source> They </source> <perception:
oral/heard> said </perception> that he had
two letters in his pocket.

6. ‘After this oddity had been <perception: seen>
shown </perception> in Bruges for § days...”

The examples show that a source can be a per-
son (1) or a printed text (2). In (5), the source
is ‘they’, but this word also often functions as
receiver, as can be seen in (4). The different
perceptions are in most cases obvious (‘telling’ is
oral/heardin (1), ‘seen’ is seen in (3)), but
sometimes they are not. In (2), the word ‘seen’
suggests a perception: seen, but the con-
text makes clear that this word should get the
perception: written/read. Finally, the
examples show that the mention of a medium does
not necessary consist of the 3 labels: in (3) and (4)
there is no source, in (5) there is no receiver,
and in (6), there is only a perception.

Inter annotator agreement (IAA) was calculated
at two moments during the process of improv-
ing the guidelines, using the balanced F-measure
(Hripcsak, 2005) (see Table 1). After the first cal-
culation of the IAA, the F-scores were analysed.
They showed that the guidelines caused the most
confusion among the annotators regarding the la-
bel source. Annotators found it hard to distin-
guish between the description of an event (‘Our
Aldermen Court were heard’) and the mention of
a medium (“We heard a strange rumour’). Guide-
lines were also not clear about self references of a
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chronicler (‘as I wrote on p. 23”). Some annotators
interpreted this wrongly as a medium mention.

Table 1: TAA in the media annotation task.

F-score phase 1 F-score phase 2
AT -A2 | A2-Al | AI-A2 | A2-Al
all 0.589 0.589 0.755 0.729
source 0.208 0.208 0.768 0.760
receiver 0.777 0.777 0.667 0.571
perception  0.707 0.707 0.754 0.699

The labels receiver and perception are
less ambiguous: the receiver is often the chronicler
referring to him- or herself, and a perception is
usually a verb such as ‘read’, ‘hear’, ‘tell’, or ‘see’.
Annotators more often agreed on those. However,
they also sometimes mixed up the source and the
receiver, because the same word could have a
different meaning in different contexts: in ‘they
heard’, they is a receiver, but in a construction
with ‘tﬁsaid’, they is a source. In the up-
dated guidelines, this definition of a source was
more clearly explained, as well as the difference
between a source and a receiver. Several ex-
amples were added, both in which media mentions
appeared, as well as sentences which we consid-
ered not to contain media mentions. The F-scores
obtained in the second inter annotator agreement
after improvement of the guidelines made it clear
that a lot of the confusion was cleared up: espe-
cially the F-score of the label source was much
higher than before, as shown in Table 1.

In general, the F-scores show that we are dealing
with a difficult annotation task. While annotating
dates, person names and locations is something
annotators hardly disagree on, labeling media men-
tions requires prior knowledge about the early mod-
ern Dutch society and language. The fact that the
phrase ‘de vliegende poste’ (the flying post) is ac-
tually a reference to a carrier pigeon, and therefore
should be labeled as a source, is something that
is easily overlooked. Still, the final F-scores were
considered good enough to let the volunteers make
the annotations. About 25% of the total corpus of
350 Dutch chronicles is currently annotated with
medium mentions, a percentage that is increasing
everyday.

For the experiments reported in this study, we
use four eighteenth century chronicles that are fully
annotated with media mentions. Detailed corpus
characteristics are presented in Table 2.

All experiments were performed on two different
training and test sets. Set 1 contained the 12 volume

chronicle from the late eighteenth century, written
by Jozef Van Walleghem about his city Bruges
(Van Walleghem, 2016). In set 2, three other eigh-
teenth century chronicles were added (Abbing and
S., 1794; Anoniem, 1795; Callion, 1789). For all
experiments, of every chronicle, 70% was used for
training, and 30% was used for testing.

Statistics about the datasets are displayed in Ta-
ble 3. They show that set 2 is about 2.5 times
bigger than set 1 regarding the number of to-
kens. This does not apply to the number of labels
of source-B, receiver-B, perception-B
and perception-1I. This means that set 1 con-
tains more labels per = tokens than set 2, in other
words: the chronicle of Van Walleghem contains
an above average number of media mentions. How-
ever, the labeled sources are longer in set 2: the
number of source-1I labels in set 2 is more than
4 times larger than in set 1.

4 Methods

The manually labeled data was used to train a
CRF-classifier that is able to recognize media
mentions in unseen chronicles. We use the
Python library sklearn-crfsuite and
the default parameters of CRF (Pedregosa
et al., 2011). The classification task consists
in labelling tokens with one of the following
labels: O (no medium mention), source-B,
source-I, receiver-B, receiver-I,
perception—-B, or perception-I.

Conditional Random Fields is a frequently used
method in Named Entity Recognition (NER) label-
ing tasks, because CRF is able to deal with sequen-
tial data implicitly, without adding this information
as features. Since the media mentions are tagged on
token level using the IOB-tagging scheme, this task
is also one in which labels of consecutive points
can influence each other. There are, however, a few
aspects in which this labeling task differs from a
NER-task performed on modern texts, and compli-
cates it.

Preprocessing of the data was limited: upper
cases and punctuation were not removed, since
these can be an indication of a media mention (con-
sider the ‘Gentsche Gazette’). Since chronicles
were handwritten by authors from different areas,
different time periods, and with different levels of
literacy and dialects, there is a large variation in
the vocabulary used. As a result of that, features
such as POS-tags — which are often used in classi-



Table 2: Corpus characteristics.

set chronicle # pages | % labeled | # sources | # receivers | # perceptions
1 &2 | Brugge, Van Walleghem (1779-1800) 1165 17% 519 272 510
2 Gent, Callion (1780-1789) 248 100% 93 18 22
2 Hoorn, Abbing (1630-1794) 665 51% 241 94 53
2 Maastricht, Anonymous (1698-1742) 216 56% 63 74 36

Table 3: Statistics of tokens and labels per dataset.

set 1 2

train/test train test | train test
n tokens 107,351 | 46,006 | 284,160 | 121,781
source-B 373 122 772 251
source-I 486 152 2130 444
receiver-B 179 83 251 136
receiver-1 50 9 122 55
perception-B 335 134 470 235
perception-I 41 12 79 54

fication tasks that are performed on modern texts —
can not be used in this task. Previous studies have
shown, though, how the use of word embeddings
as features of a classifier can improve its quality
(Collobert et al., 2011; Wu et al., 2015; Bansal
et al., 2014; Seok et al., 2016). Vectors of histori-
cal spelling variants are often each other’s nearest
neighbors. The hypothesis is therefore that using
them as features will positively affect the quality
of a model.

4.1 Features

We distinguish three categories of features: (i) word
embedding features, (ii) character features, and (iii)
lexicon features.

4.1.1 Word embedding features

We have used fastText to train a word embed-
ding model (Bojanowski et al., 2017). In contrast
to word2vec, fastText treats each word as
composed of character n-grams, which enables the
application to create a vector for a word that is
not in the training data. The skipgram method
was used, which was in previous studies shown to
be better suited for this task than cbow (Ljubesic,
2018). The trained embeddings contained 100 di-
mensions. Three different word embedding models
were used, in which the time span of the docu-
ments varied: model a was trained only on Van
Walleghem’s chronicle, model b was trained on
chronicles that were finished between 1750 and
1800, and model ¢ was trained on chronicles that
were written between 1700 and 1850.

Regarding the obtained embeddings, two differ-
ent ways of implementing them as features were
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tested: (i) RawEmb, and (ii) BinEmb. Both meth-
ods are also used by Wu et al. (2015). With
RawEmb, the real values from the embedding ma-
trix are directly used as feature weights for the clas-
sifier, without any post processing. The BinEmb
refer to binarized embedding features, which are
used to discretize the real-valued matrix and omit
the insignificant dimensions. Given a word embed-
ding matrix with the raw embeddings, the binarized
embedding features are derived by converting the
real-valued embedding matrix to another discrete-
valued matrix with the discrete symbolic values in
[+, —,0].

4.1.2 Character features

The character features that were calculated dur-
ing training included the following features of a
token,,, the previous (token,_1), and the next
(token,41):

 First 5 characters;
e Last 5 characters;
* Boolean value whether the token is a digit;

e Boolean value whether the token consists of
only lower cases;

* Boolean value whether the token is a title.

4.1.3 Lexicon features

We also defined a boolean feature indicating
whether the token occurred in a lexicon of media
words. This lexicon consists of tokens that were
extracted from the train corpus manually annotated
data. Different lexicons were used in the two sets of
experiments, consisting of source labeled words
that appeared in the texts that were included in the
specific set of training data.*

S Experiments

We perform several experiments:
Experiment 1: Baseline. We performed three
baseline experiments. In the first, only the lexicon

*The lexicons are available upon request.



Table 4: F-scores of all experiments.

Train/test | Model 1. Baseline 2. RawEmb 3. BinEmb
Embeddings | lex. ch. lex.+ch. | emb.+ch. | emb.+ch.+lex. | emb.+ch. | emb.+ch.+lex.

set 1 Walleghem 0.606 0.600 0.581 0.571
1750-1800 0.573 | 0.569 | 0.575 0.611 0.612 0.551 0.596
1700-1850 0.594 0.597 0.586 0.593

set 2 1750-1800 0.391 0.395 0.367 0.367
1700-1850 | 0340 | 0359 1 0359 1 o557 | 0387 0402 | 0387

feature was used, in the second, only the character
features were used, and in the third, both the lexi-
con feature and the character features were used.

Experiment 2: RawEmb. We performed two
experiments with raw embeddings. In the first, only
the character features and the word embedding fea-
tures were used. In the second, the lexicon feature
was added as well.

Experiment 3: BinEmb. We performed two
experiments with the binarized embeddings. In
the first, only the character features and the word
embedding features were used. In the second, the
lexicon feature was added as well.

6 Results

6.1 Performance of the classifiers

In Table 4, we present the F-scores of the classifiers
for all experiments.’> The F-scores were calculated
with the function metrics.flat_fl_ score.
The label O was excluded from this score. The base-
line experiments with solely the lexicon features
show that using the lexicon with media mentions
provides relatively high results.

Regarding the baseline experiments on train
and test set 1, the best performance was achieved
with a combination of the lexicon features and the
character features. Adding the word embeddings
as RawEmb features results in an increase of the
F-score with around 4%. The differences between
the scores of the experiments with and without
the lexicon features are very small and negligible.
Using the BinEmb version of the word embedding
features, together with the lexicon features, results
also in an increase of the F-score with around 4%.

The highest scores with train and test set 1 were
achieved with the RawEmb features obtained from
the corpus of chronicles written between 1750 and
1800. Presumably, the word embedding model
made from the chronicle of Van Walleghem solely
contained not enough tokens to create a coherent

>We use an abbreviation for the used features. ‘lex.” refers

to the lexicon feature, ‘ch.’ to the character features, and ‘emb.
to the embedding features.

model. The fact that the quality of the word embed-
ding model of chronicles between 1700 and 1850
did not outperform the 1750-1800 model suggests
that taking a too wide time span of texts enlarges
the spelling variation, and does not improve the
quality of a word embedding model. Over all, be-
cause of the relatively low number of tokens, de-
creasing the number of dimensions of the word
embedding models to 75 or 50 might improve its
performance.

Concerning train and test set 2, all experiments
show that the system had a lower performance than
the ones trained on set 1. However, adding word
embedding features to the model causes a higher
increase of the F-score than in set 1. This time,
the highest scores with train and test set 2 were
achieved with the BinEmb features obtained from
the corpus of chronicles written between 1700 and
1850. The experiment with the lexicon features and
the RawEmb features obtained from the corpus of
chronicles written between 1750 and 1800 comes
in second place.

Tables 5 and 6 contain the F-scores per label
from the baseline experiments on set 2, with the lex-
icon features and the character features respectively.
These numbers were obtained with the function
metrics.flat_classification_report.
They show that the classifiers obtain a better
precision than recall.

Table 5: Precision and recall of experiment 1 (set 2,
baseline, lexicon features)

precision recall F-score support
source-B 0.518 0.287  0.369 251
source-I 0.639 0.212 0.318 444
perception-B | 0.707 0.298 0.419 235
perception-I | 0.333 0.019 0.035 54
receiver-B 0.823 0.375 0.515 136
receiver-1 0.250 0.018 0.034 55

The two best performing experiments on set 2
are in bold in Table 4, and their detailed F-scores
are displayed in Table 7 and 8. The precision and
recall scores of the distinct labels show that the
system obtains the highest precision in labeling



Table 6: Precision and recall of experiment 1 (set 2,
baseline, character features)

precision recall F-score support
source-B 0.493 0.263 0.343 251
source-I 0.616 0.245 0.351 444
perception-B | 0.645 0.340 0.446 235
perception-I | 0.167 0.019  0.033 54
receiver-B 0.803 0.390 0.525 136
receiver-1 0.200 0.018 0.033 55

perception-B and receiver—-B. However,
the low recall implies that the system is still miss-
ing a lot. It would therefore be useful to explore
in future experiments the effect of different cut-
offs for label probabilities, rather than using the
default argmax for the various labels. Furthermore
it would be worth to experiment in future research
with other classifiers. A bidirectional long short-
term memory system (BiLSTM) might for example
be more suitable for this task. This model relies
on neural networks and has shown in other studies
to outperform the CRF-system when the level of
non-standardness of the text increases.

In the current experiments, the very low scores
for perception-1I and receiver-1I are prob-
ably caused by the scarcity of these labels. The
scores for source-B and source-1I show that
both models gain a similar performance regarding
this label, although different features were used.
An evaluation at sequence level could provide more
insight in possible tendencies.

Table 7: Precision and recall of experiment 2 (set 2,
1750-1800, RawEmb, lexicon)

precision recall F-score support
source-B 0.558 0.347  0.428 251
source-I 0.580 0.302  0.397 444
perception-B | 0.643 0.345 0.449 235
perception-I | 0.125 0.019 0.032 54
receiver-B 0.794 0.397  0.529 136
receiver-1 0.111 0.018  0.031 55

Table 8: Precision and recall of experiment 2 (set 2,
1700-1850, BinEmb)

precision recall F-score support
source-B 0.555 0.323  0.408 251
source-I 0.570 0.338 0.424 444
perception-B | 0.647 0.366  0.467 235
perception-I | 0.143 0.019  0.033 54
receiver-B 0.750 0.375 0.500 136
receiver-1 0.125 0.018  0.032 55

6.2 Error analysis

Manually comparing the gold labels with the pre-
dicted labels of the best performing systems shows
that five types of issues occur frequently.

Errors in labeling sources with long spans.
This became already clear from the numbers in
Table 3, as we discussed earlier. The mention of
a medium is rarely limited to one or two labeled
words (‘Gentsche Gazette’, ‘letters’, or ‘amend-
ment’), but is often part of a phrase such as ‘the
amendment of our most honorable Lord Bishop’ or
‘letters from their Royal Highnesses the Governors
General of the Netherlands’. The classifier is in
most cases able to label words such as ‘Gazette’,
‘letters’ and ‘amendment’ as source, but does not
label the surrounding words as source, while the
annotators often do. When precision and recall
is calculated on token level, this results in a low
recall.

Labels source-B and source-I and the
way in which annotators define the start of a
medium mention. Some annotators have included
articles or demonstrative pronouns in a medium
mention, while others have not. This means that
a word such as ‘declaration’ is in some cases la-
beled as source-B, and in other situations as
source-1I, while the pronoun ‘this’ is labeled
as source—B. This again results in a mismatch,
when calculating precision and recall on token
level.

The third type of error concerns the so-called
lonely tokens. When there is a sequence of labeled
tokens, the model is better in predicting labels than
when there is no labeled context. When a source
such as ‘decree’ is mentioned without companion
ofaperceptionor receiver label, the model
often does not label it as such. Using the lexi-
con feature does partially overcome this problem,
but still there are infrequent tokens in the test set,
which are not in the lexicon, and therefore not la-
beled as a source. The same issue occurs for
a perception such as ‘said’, or a receiver
such as ‘they’: when there are no labeled tokens in
the close context, the tokens are often not labeled.

A fourth issue that also concerns the use of a
lexicon, are the ambiguous sources. The term
‘placard’, or ‘rumours’, for example, is sometimes
labeled as a source, but in other contexts, it is
not interpreted as a source by the annotator. This
inconsistency might confuse the classifier, thus im-
proving the chance of a wrongly predicted label.



The final issue involves the fact that the classi-
fier labels in a more consistent way than human
annotators do. The word ‘they’, for example, refers
in most cases to the receiver of a news item.
However, the chronicler sometimes also uses it in
other contexts, in which no media mention appears.
Annotators did not label this word, but the model
sometimes wrongly did. On the positive, from this
uniformity of the model sometimes also follows
that media mentions that were overlooked by the
human annotator, are anyway labeled by the model.
There are also a few cases in which the annotator
confused a receiver with a source, but the
computer assigned the correct labels.

6.3 Sequence level evaluation of the task

In Subsection 6.1 we presented the evaluation re-
sults at token level for each of the labels predicted.
However, the full task involves finding the se-
quences of words that express sources, perceptions
and receivers. Here we present results of evaluat-
ing at sequence level in terms of full match and
partial match. In full match all the tokens in the
sequence need to be correctly labeled, in partial
match at least one token in the sequence needs to
be correctly labelled. We evaluate the output of the
two best performing classifiers on set 2 (based on
the F-scores in Table 4).

Table 9: F-measures at sequence level of the two best
systems for source (S), perception (P) and receiver (R),
in terms of full match (fm) and partial match (pm). Col-
umn REL contains results on set2 1750-1800 RawEmb,
emb+ch+lex; column BE contains results for set2 1700-
1850 BinEmb (emb-+ch).

Precision Recall F-score

REL BE | REL BE | REL BE
Sfm | 0.127 0.112 | 0.060 0.052 | 0.081 0.071
Spm | 0.571 0.566 | 0.351 0.351 | 0435 0.433
Pfm | 0.319 0.317 | 0.157 0.157 | 0.211 0.211
Ppm | 0483 0.486 | 0.298 0.306 | 0.368 0.376
Rfm | 0.806 0.777 | 0.368 0.371 | 0.505 0.503
Rpm | 0.806 0.777 | 0.368 0.371 | 0.505 0.503

For source and perception the full match
scores are much lower than the partial match scores,
whereas this is not the case for receiver. This
is due to the fact that receiver labels span over
one token. The receiver obtains the highest
scores, with a high precision, caused by the fact
that there is less lexical variation in the expression
of receivers. The perception obtains the
lowest partial match scores, whereas the source
gets the lowest full match scores. This is due to

the fact that source labels tend to be longer se-
quences.

In the view of these results, with partial match
F-scores not higher than 0.51 for receiver, 0.38
for perception and 0.44 for source, we can
answer our research question: we can automati-
cally extract from the chronicles some of the media
related information, but the results are not high
enough so as to perform the analysis of the chron-
icles fully automatically because too many media
mentions are missed by the system. This is not
surprising, given the amount of spelling and lexi-
cal variation present in the chronicles. The train
corpus is not big enough for this type of machine
learning experiments. Additional improvements
need to be done to the system in order to improve
its performance before historians can rely on it to
obtain data to answer their research questions. We
consider that the output of the current system can
be used to perform exploratory studies. One of the
possible improvements should focus on obtaining
a higher recall, which now is much lower than pre-
cision. A higher recall would be desirable if the
system would be used to select examples for the
annotation of more data.

7 Conclusions

In this paper we have presented experiments aimed
at extracting media related information from Early
Modern Dutch chronicles with the purpose of in-
vestigating to which extent it is possible to perform
this task automatically and to which extent are the
results of automatic systems useful to facilitate his-
tory research. We have described the manual anno-
tation task, which consisted in labeling sequences
of tokens with the labels source, perception
and receiver, considered by historians to be of
relevance for their research. The IAA scores, with
F-scores of around 0.73, show that the annotation
task is well defined but that it is not easy. The label
that produced more confusion was source, due
to different interpretations of when to assign this
label.

Four fully annotated chronicles were used to
perform experiments with a CRF algorithm and
different types of features that included several
models of raw and binary word embeddings. We
performed evaluations on token and sequence level.
Both reveal that the systems obtain a much bet-
ter precision than recall. In any case, the results of
baseline experiments without word embeddings are



only 0.04 F-score lower than the experiments with
word embeddings, indicating that the word embed-
ding models are not rich enough, probably due to
the size of the corpus used to generate them. Ex-
periments with set 2, which contains more variety
in authors, and therefore also in vocabulary, benefit
more from word embedding features than exper-
iments with set 1, where only one chronicle was
used. The classifier with raw embeddings performs
slightly better than the one with binary embeddings.
As expected, the scores of the sequence level eval-
uation are lower than the scores of the token level
evaluation.

In this paper we aimed at determining whether
it was possible to automatically extract media re-
lated information from chronicles and whether the
extracted information can be used by historians
to answer their research questions. Since the se-
quence level partial match F-scores are not higher
than 0.51 for receiver, 0.38 for perception and 0.44
for source, we conclude that the methods that we
applied are not precise enough to extract the infor-
mation and that it is not possible for historians to
solely use such a system to obtain data to answer
their research questions because too much informa-
tion is missed. Both the data used to train the clas-
sifiers and the methods need to be improved. For
future work we aim at experimenting with more al-
gorithms and with larger corpora that include more
chronicles, both for creating the embedding models
and to train the systems.
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