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Abstract

HCI and NLP traditionally focus on dif-
ferent evaluation methods. While HCI in-
volves a small number of people directly and
deeply, NLP traditionally relies on standard-
ized benchmark evaluations that involve a
larger number of people indirectly. We present
five methodological proposals at the intersec-
tion of HCI and NLP and situate them in the
context of ML-based NLP models. Our goal
is to foster interdisciplinary collaboration and
progress in both fields by emphasizing what
the fields can learn from each other.

1 Introduction

NLP is the subset of Al that is focused on the
scientific study of linguistic phenomena (Associa-
tion for Computational Linguistics, 2021). Human-
computer interaction (HCI) is “the study and prac-
tice of the design, implementation, use, and eval-
uation of interactive computing systems” (Rogers,
2012). Grudin described HCI and Al as two fields
divided by a common focus (Grudin, 2009): While
both are concerned with intelligent behavior, the
two fields have different priorities, methods, and as-
sessment approaches. In 2009, Grudin argued that
while Al research traditionally focused on long-
term projects running on expensive systems, HCI
is focused on short-term projects running on com-
modity hardware. For successful HCI+NLP appli-
cations, a synthesis of both approaches is neces-
sary. As a first step towards this goal, this article,
informed by our sensibility as HCI researchers,
provides five concrete methods from HCI to study
the design, implementation, use, and evaluation of
HCI+NLP systems.

One promising pathway for fostering interdisci-
plinary collaboration and progress in both fields is
to ask what each field can learn from the methods
of the other. On the one hand, while HCI directly
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and deeply involves the end-users of a system, NLP
involves people as providers of training data or as
judges of the output of the system. On the other
hand, NLP has a rich history of standardised eval-
uation metrics with freely available datasets and
comparable benchmarks. HCI methods that enable
deep involvement are needed to better understand
the perspective of people using NLP, or being af-
fected by it, their experiences, as well as related
challenges and benefits.

As a synthesis of this user focus and the stan-
dardized benchmarks, HCI+NLP systems could
combine more standardized evaluation procedures
and material (data, tasks, metrics) with user in-
volvement. This could lead to better comparability
and clearer measures of progress. This may also
spur systematic work towards “grand challenges”,
that is, uniting HCI researchers under a common
goal (Kostakos, 2015).

To facilitate a productive collaboration between
HCI+NLP, clearly defined tasks that attract a large
number of researchers would be helpful. These
tasks could be accompanied with data to train mod-
els, as a methodological approach from NLP, and
methodological recommendations on how to eval-
uate these systems, as a methodological approach
from HCI. One task could e.g. define which ques-
tions should be posed to experiment participants. If
the questions regarding the evaluation of an experi-
ment are fixed, the results of different experiments
could be more comparable. This would not only
unite a variety of research results, but it could also
increase the visibility of the researchers who par-
ticipate. Complementary, NLP could benefit from
asking further questions about use cases and usage
contexts, and from subsequently evaluating contri-
butions in situ, including use by the intended target
group (or indirectly affected groups) of NLP.

In conclusion, both fields stand to gain an en-
riched set of methodological procedures, prac-
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Method Description

1. User-Centered NLP user studies ensure that users un-
derstand the output and the ex-

planations of the NLP system

2. Co-Creating NLP deep involvement from the start
enables users to actively shape a
system and the problem that the
system is solving

richer data collected by (active)
users enables a deeper under-
standing of the context and the
process in which certain data
was created

3. Experience Sampling

an evaluation at scale with
humans-in-the-loop  ensures
high system performance and
could prevent biased results or
discrimination

4. Crowdsourcing

5. User Models simulating real users computa-
tionally can automate routine
evaluation tasks to speed up the

development

Table 1: The five methodological proposals for
HCI+ML that we present in this paper.

tices, and tools. In the following, we propose five
HCI+NLP methods that we consider useful in ad-
vancing research in both fields. Table 1 provides
a short description of each of the five HCI+NLP
methods that this paper highlights. With our non-
exhaustive overview, we hope to inspire interdisci-
plinary discussions and collaborations, ultimately
leading to better interactive NLP systems — both
“better” in terms of NLP capabilities and regarding
usability, user experience, and relevance for people.

2 Methods For HCI+NLP

This section presents and discusses a set of con-
crete ideas and directions for developing evaluation
methods at the intersection of HCI and NLP.

2.1 User-Centred NLP

Our experience as researchers at the intersection
of HCI+AI taught us that systems that may work
from an Al perspective, may not be helpful to users.
One example of this is an unpublished machine
learning-based fake news detection based on text
style. Even though this worked in principle with F1-
scores of 80 and higher, pilot studies showed that
the style-based explanations are not meaningful to
users. Even for educated participants, it may be
an overextension to comprehend such explanations
about an ML-based system. This relates to previ-
ous work that showed an explanatory gap between
what is available to explain ML-based systems and
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what users need to understand such systems (Heuer,
2020). Far too frequently, NLP systems are built
on assumptions about users, not based on insights
about users. We argue that all ML systems aimed
at users need to be evaluated with users. Following
ISO 9241-210, user-centered design is an iterative
process that involves repeatedly 1. specifying the
context of use, 2. specifying requirements, 3. devel-
oping solutions, and 4. evaluating solutions, all in
close collaboration with users (Normalizacyjnych,
2011).

Our review of prior work indicates that HCI and
NLP follow different approaches regarding the re-
quirements analysis and the evaluation of complex
information systems. To the best of our knowledge,
we did not find good examples for true interdisci-
plinary collaborations that contribute to both fields.
While there are HCI contributions that leverage
NLP technology, they rarely make a fundamen-
tal contribution towards computational linguistics,
merely applying existing approaches. On the other
hand, where NLP aims to make a contribution to
an HCl-related field, this contribution is commonly
presented without empirical evidence in the form of
user studies. Our most fundamental and important
contribution in this position paper is a call to recen-
ter efforts in natural language processing around
users. We argue that empirical studies with and
of users are central to successful HCI+AL applica-
tions. A contribution on a system for recognizing
fake news, for example, has to empirically show
that the way the system predicts its results is help-
ful to users. Training an ML-based system with
good intentions is not enough for real progress.

2.2 Co-Creating NLP Systems

While user-centered design is already a great im-
provement from developing systems based on as-
sumptions, HCI has moved beyond it, involving
users much deeper. With so-called Co-Creation,
users are not just objects that are studied to build
better systems, but subjects that actively shape the
system. We, therefore, argue that HCI+NLP re-
searchers should (co)-create services with users.
Jarke (2021), among others, describes co-creation
as a joint problem-making and problem-solving
of researcher and user. This deep involvement of
users enables novel ways of sharing expertise and
control over design decisions.

Prior research showed how challenging it can be
for users to understand complex, machine-learning-



based systems like the recommendation system on
YouTube (Alvarado et al., 2020). The field of HCI,
therefore, recognized the importance of involving
users in the design, implementation, and evalua-
tion of interactive computing systems. While users
are frequently the subject of investigation, recent
trends in interaction design aim to involve users
much earlier and deeper.

If users are deeply involved in the design and
development of NLP systems, they can share their
expertise on the task at hand. On the one hand, this
can yield insights into UI and interaction design for
the NLP system (Yang et al., 2019). On the other
hand, it is relevant regarding the output. Sharing
control is also crucial considering the potential bi-
ases enacted by such systems. Deep involvement of
a diverse set of users could help prevent problem-
atic applications of machine learning and prevent
discrimination based on gender (Bolukbasi et al.,
2016) or ethnicity (Buolamwini and Gebru, 2018).

2.3 Collecting Context-Rich Text Data with
the Experience Sampling Method (ESM)

The need for very large text datasets in NLP has
motivated and favored certain methods for data
collection, such as scraping text from the web.
These methods assume that text is “already there”,
i.e. they do not consider or facilitate its creation:
For example, scraping Wikipedia neither supports
Wikipedia authors, nor does it care if authors would
want to have their texts included in such models, or
not.

To advance future HCI+NLP applications, it
could be helpful to create and deploy tools for
more interactive data collection. One important
method here is the experience sampling method
(ESM) (Csikszentmihalyi and Larson, 2014; van
Berkel et al., 2017), which is used widely in HCI
and could be deployed for NLP as well. This
method of data collection repeatedly asks short
questions throughout participants’ daily lives, and
thus captures data in context: For instance, an ESM
smartphone app could prompt users to describe
their current environment, an experience they had
today, or to “donate” input and language data (e.g.
from messaging) in an anonymous way (Bemmann
and Buschek, 2020; Buschek et al., 2018). This
could be enriched with further context (e.g. loca-
tion, date, time, weather, phone sensors) to answer
novel research questions, such as how a language
model for a chatbot can improve its text genera-

30

tion and understanding by making use of the loca-
tion or other context data. One important example
for such experience sampling is work on citizen
sociolinguistics, which explores how citizens can
participate (often through mobile technologies) in
sociolinguistic inquiry (Rymes and Leone, 2014).

Although it would be challenging to collect mas-
sive amounts of text using this method, the ESM-
based data collection could be used to complement
data collected via scarping (e.g. via finetuning with
ESM data). ESM also supports more personalized
and context-rich language data and models, from
specific communities or contexts. This might cater
to novel research questions, e.g. on context-based
and personalized language modeling. More gener-
ally, methods like ESM furthermore give the people
that act as data sources more of a “say” in the data
collection for NLP, for instance, via explicitly shar-
ing data via an interactive ESM application, or via
their rich daily contexts being better represented in
metadata.

2.4 Involving the Crowd for Interactive
Benchmark Evaluations

As described, NLP has a strong tradition in using
and reusing benchmark datasets, which are benefi-
cial for comparable and standardized evaluations.
However, some aspects cannot be evaluated in this
way. First, comparisons with human language un-
derstanding or generation are limited to the (few)
humans that originally provided data for the lim-
ited set of examples that these people had been
given. Yet language understanding and use change
over time, and vary between people and their back-
grounds and contexts. Second, “offline” evalua-
tions without people cannot assess interactive use
of NLP systems by people (e.g. chatting with a bot,
writing with AT text suggestions). Therefore, at the
intersection of HCI and NLP, one may ask: Is it
possible to keep the benefits of (large) standardized
benchmark evaluations while involving humans?

Crowd-sourcing may provide one approach to
address this: HCI and NLP researchers should
create evaluation tools that streamline large-scale
evaluations with remote participants. Practically
speaking, one would then still set a benchmark task
running “with one click”, yet this would trigger
the creation, distribution, and collection of crowd-
tasks. One example of this is “GENIE”, a system
and leaderboard for human-in-the-loop evaluation
of text generation (Khashabi et al., 2021).



2. Co-Creating NLP
Applications

5. User Models
as Proxies
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Figure 1: The model situates the five methodological
proposals in the context of an NLP system.

2.5 Employing User Models as Proxies for
Interactive Evaluations

In addition to involving users deeply and collect-
ing context-rich data, relevant aspects of people’s
interaction behavior with interactive NLP systems
may also be modeled explicitly. HCI, psychology,
and related fields offer a variety of models, for ex-
ample, relating to pointing at user interface targets
or selecting elements from a list. Extending and
improving those modeled aspects is particularly
pursued in the emerging area of Computational
HCI (Oulasvirta et al., 2018). Even though such
models cannot replace humans, they may help eval-
uate certain aspects and parameter choices of an
interactive NLP system in a standardized and rapid
manner.

For instance, Todi et al. (2021) showed that ap-
proaches based on reinforcement learning can be
used to automatically adapt related user interfaces.
For interactive NLP, Buschek et al. (2021) investi-
gated how different numbers of phrase suggestions
from a neural language model impact user behavior
while writing, collecting a dataset of 156 people’s
interactions. In the future, data such as this might
be used, for example, to train a model that repli-
cates users’ selection strategies for text suggestions
from an NLP system. Such a model might then be
used in lieu of actual users to gauge general usage
patterns for HCI+NLP systems, e.g. for interactive
text generation.
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3 Discussion

Figure 1 situates the different methods in the con-
text of HCI+NLP systems. The figure illustrates
that two approaches are focused on the model side
and three methods are focused on the user side.
Methods 1 and 2 are focused on the NLP system
itself. The I. User-Centered NLP is at the heart
of the model and focuses on users’ understanding
of the output and the explanations of the NLP sys-
tem. While Method 2 is also strongly related to
the user, we put it on the system side to highlight
that when 2. Co-Creating an NLP system, the goal
is not just to evaluate the experience with an NLP
system, but to enable users to actively shape the
system. This does not only include what the system
looks like but means involving users in the problem
formulation stage and allowing them to shape what
problem is being solved. Considering the input that
an NLP system is trained on, Method 3. Experi-
ence Sampling provides a simpler way of collecting
metadata and more actively involving people in the
collection of the dataset. Regarding the output of
an NLP system, we showed the utility of 4. Crowd-
sourcing the Evaluation of NLP systems, which
puts users into the loop to evaluate existing NLP
systems at scale. The advantage of this is that a
large number of users can be involved in the eval-
uation of the system. Finally, Method 5 proposes
simulating real users through other ML-based sys-
tems. These 5. User Models can act as proxies for
real users and allow a fast, automated evaluation
of NLP systems at scale. We hope that this work
informs novel approaches on how to standardize
tools for large-scale interactive evaluations that will
generate comparable and actionable benchmarks.

4 Conclusion

The five methods presented in Figure 1 cover the
whole spectrum of HCI+NLP systems including
the input, the NLP system, and the output of the
system. Though each method has merits on its
own, for successful future HCI+NLP applications,
we believe that the whole will be greater than the
sum of its parts. The design of future HCP+NLP
applications should be centered around users (1)
and involve them not only in the evaluation but also
in the development and the problem formulation of
an NLP system (2). Rich-meta data (3) that shapes
the input of such a system are equally important
as a thorough investigation of the output of the
system, both by humans-in-the-loop (4) and by



approaches based on computational methods that
automate certain key aspects of such systems (5).

We hope that this overview of HCI and NLP
methods is a useful starting point to engage in-
terdisciplinary collaborations and to foster an ex-
change of what HCI and NLP have to offer each
other methodologically. With this work, we hope
to stimulate a discussion that brings HCI and NLP
together and that advances the methodologies for
technical and human-centered system design and
evaluation in both fields.
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