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Abstract

Transformer-based neural networks offer very
good classification performance across a wide
range of domains, but do not provide explana-
tions of their predictions. While several ex-
planation methods, including SHAP, address
the problem of interpreting deep learning mod-
els, they are not adapted to operate on state-
of-the-art transformer-based neural networks
such as BERT. Another shortcoming of these
methods is that their visualization of expla-
nations in the form of lists of most relevant
words does not take into account the sequential
and structurally dependent nature of text. This
paper proposes the TransSHAP method that
adapts SHAP to transformer models includ-
ing BERT-based text classifiers. It advances
SHAP visualizations by showing explanations
in a sequential manner, assessed by human
evaluators as competitive to state-of-the-art so-
lutions.

1 Introduction

Recent wide spread use of deep neural networks
(DNNSs) has increased the need for their transpar-
ent classification, given that DNNs are black box
models that do not offer introspection into their
decision processes or provide explanations of their
predictions and biases. Several methods that ad-
dress the interpretability of machine learning mod-
els have been proposed. Model-agnostic expla-
nation approaches are based on perturbations of
inputs. The resulting changes in the outputs of the
given model are the source of their explanations.
The explanations of individual instances are com-
monly visualized in the form of histograms of the
most impactful inputs. However, this is insuffi-
cient for text-based classifiers, where the inputs are
sequential and structurally dependent.
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We address the problem of incompatibility of
modern explanation techniques, e.g., SHAP (Lund-
berg and Lee, 2017), and state-of-the-art pretrained
transformer networks such as BERT (Devlin et al.,
2019). Our contribution is twofold. First, we
propose an adaptation of the SHAP method to
BERT for text classification, called TransSSHAP
(Transformer-SHAP). Second, we present an im-
proved approach to visualization of explanations
that better reflects the sequential nature of input
texts, referred to as the TransSHAP visualizer,
which is implemented in the TransSHAP library.

The paper is structured as follows. We first
present the background and motivation in Sec-
tion 2. Section 3 introduces TransSHAP, an
adapted method for explaining transformer lan-
guage model such as BERT, which includes the
TransSHAP visualizer for improved visualization
of the generated explanations. Section 4 presents
the results of an evaluation survey, followed by
the discussion of results and the future work in
Section 5.

2 Background and motivation

We first present the transformer-based language
models, followed by an outline of perturbation-
based explanation methods, in particular the SHAP
method. We finish with the overview of visualiza-
tions for prediction explanations.

BERT (Devlin et al., 2019) is a large pretrained
language model based on the transformer neural
network architecture (Vaswani et al., 2017). Nowa-
days, BERT models exist in many mono- and mul-
tilingual variants. Fine-tuning BERT-like models
to a specific task produces state-of-the-art results
in many natural language processing tasks, such
as text classification, question answering, POS-
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tagging, dependency parsing, inference, etc.

There are two types of explanation approaches,
general and model specific. The general explana-
tion approaches are applicable to any prediction
model, since they perturb the inputs of a model
and observe changes in the model’s output. The
second type of explanation approaches are specific
to certain types of models, such as support vector
machines or neural networks, and exploit the inter-
nal information available during training of these
methods. We focus on general explanation meth-
ods and address their specific adaptations for use
in text classification, more specifically, in text clas-
sification with transformer models such as BERT.

The most widely used perturbation-based ex-
planation methods are IME (Strumbelj and
Kononenko, 2010), LIME (Ribeiro et al., 2016),
and SHAP (Lundberg and Lee, 2017). Their key
idea is that the contribution of a particular input
value (or set of values) can be captured by ‘hid-
ing’ the input and observing how the output of the
model changes. In this work, we focus on the state-
of-the-art explanation method SHAP (SHapley Ad-
ditive exPlanations) that is based on the Shapley
value approximation principle. Lundberg and Lee
(2017) noted that several existing methods, includ-
ing IME and LIME, can be regarded as special
cases of this method.

We propose an adaptation of SHAP for BERT-
like classifiers, but the same principles are trivially
transferred to LIME and IME. To understand the
behavior of a prediction model applied to a single
instance, one should observe perturbations of all
subsets of input features and their values, which
results in exponential time complexity. Strumbelj
and Kononenko (2010) showed that the contribu-
tion of each variable corresponds to the Shapley
value from the coalition game, where players cor-
respond to input features, and the coalition game
corresponds to the prediction of an individual in-
stance. Shapley values can be approximated in time
linear to the number of features.

The visualization approaches implemented in
the explanation methods LIME and SHAP are pri-
marily designed for explanations of tabular data
and images. Although the visualization with LIME
includes adjustments for text data, the resulting ex-
planations are presented in the form of histograms
that are sometimes hard to understand, as Figure 1
shows. The visualization with SHAP for the same
sentence is illustrated in Figure 2. Here, the fea-
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tures with the strongest impact on the prediction
correspond to longer arrows that point in the di-
rection of the predicted class. For textual data this
representation is non-intuitive.

Various approaches have been proposed to inter-
pret neural text classifiers. Some of them focus on
adapting existing SHAP based explanation meth-
ods by improving different aspects, e.g., the word
masking (Chen and Ji, 2020), or reducing feature
dimension (Zhao et al., 2020), while others explore
the complex interactions between words (contex-
tual decomposition) that are crucial when dealing
with textual data but are ignored by other post-hoc
explanation methods (Jin et al., 2019; Chen et al.,
2020).

3 TransSHAP: The SHAP method
adapted for BERT

Many modern deep neural networks, including
transformer networks (Vaswani et al., 2017) such as
BERT-like models, split the input text into subword
tokens. However, perturbation-based explanation
methods (such as IME, LIME, and SHAP) have
problems with the text input and in particular sub-
word input, as the credit for a given output cannot
be simply assigned to clearly defined units such as
words, phrases, or sentences. In this section, we
first present the components of the new method-
ology and describe the implementation details re-
quired to make explanation method SHAP to work
with state-of-the-art transformer prediction models
such as BERT, followed by a brief description of
the dataset used for training the model. Finally
we introduce the TransSHAP visualizer, the pro-
posed visualization method for text classification
with neural networks. We demonstrate it using the
SHAP method and the BERT model.

3.1 TransSHAP components

The model-agnostic implementation of the SHAP
method, named Kernel SHAP!, requires a classifier
function that returns probabilities. Since SHAP
contains no support for BERT-like models that use
subword input, we implemented custom functions
for preprocessing the input data for SHAP, to get
the predictions from the BERT model, and to pre-
pare data for the visualization.

Figure 3 shows the components required by
SHAP in order to generate explanations for the

'We use the Kernel SHAP implementation of the SHAP
method: https://github.com/slundberg/shap.
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Figure 1: Visualization of prediction explanation with LIME.

base value

-0.1603 C 83\. 0.2397

higher = lower
model output value
0. -13C17 0.6 0.67

0.8397

--—

when ' people put

hate

Figure 2: Visualization of prediction explanation with SHAP.

predictions made by the BERT model. The text
data we want to interpret is used as an input to Ker-
nel SHAP along with the special classifier function
we constructed, which is necessary since SHAP
requires numerical input in a tabular form.

To achieve this, we first convert the sentence into
its numerical representation. This procedure con-
sists of splitting the sentence into tokens and then
preprocessing it. The preprocessing of different
input texts is specific to their characteristics (e.g.,
tweets). The result is a list of sentence fragments
(with words, selected punctuation marks and emo-
jis), which serves as a basis for word perturbations
(i.e. word masking). Each unique fragment is as-
signed a unique numerical key (i.e. index). We
refer to a sentence, represented with indexes, as an
indexed instance.

In summary, the TransSHAP’s classifier func-
tion first converts each input instance into a word-
level representation. Next, the representation is
perturbed in order to generate new, locally similar
instances which serve as a basis for the constructed
explanation. This perturbation step is performed by
the original SHAP. Then the perturbed versions of
the sentence are processed with the BERT tokenizer
that converts the sentence fragments to sub-word
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tokens. Finally, the predictions for the new locally
generated instances are produced and returned to
the Kernel SHAP explainer. With this modification,
SHAP is able to compute the features’ impact on
the prediction (i.e. the explanation).

3.2 Datasets and models

We demonstrate our TransSSHAP method on tweet
sentiment classification. The dataset contains
87,428 English tweets with human annotated sen-
timent labels (positive, negative and neutral). For
tweets we split input instances using the Tweet-
Tokenizer function from NLTK libraryz, we re-
moved apostrophes, quotation marks and all punc-
tuation marks except for exclamation and question
marks. We fine-tuned the CroSloEngual BERT
model (Ulcar and Robnik—gikonja, 2020) on this
classification task and the resulting model achieved
the classification accuracy of 66.6%.

3.3 Visualization of a prediction explanation
for the BERT model

To make a visualization of predictions better
adapted to texts, we modified the histogram-based
visualizations used in IME, LIME and SHAP for

https://www.nltk.org


https://www.nltk.org

TransSHAP

Classifier function
For each instance: Indexed
instances
SHAP
Index » Word
Tokenization
v Classification
- - probability

Tokenized instances

\

BERT

Figure 3: TransSHAP adaptation of SHAP to the BERT language model by introducing our classifier function.

Predicted class: Negative (79.85 %)

1.00
0.75
0.50
0.25
0.00

-0.25

Impact on model output

—-0.50

-0.75

| hate when people put lol

when we are having a serious talk

Figure 4: TransSHAP visualization of prediction explanations for negative sentiment. We obtained the features’
contribution values with the SHAP method. It is evident that the word ‘hate’ strongly contributed to the negative
sentiment classification, while the word ‘lol’ (laughing out loud) slightly opposed it.

tabular data. Figure 4 is an example of our visu-
alization for explaining text classifications. It was
inspired by the visualization used by the LIME
method but we made some modifications with the
aim of making it more intuitive and better adapted
to sequences. Instead of the horizontal bar chart
of features’ impact on the prediction sorted in de-
scending order of feature impact, we used the verti-
cal bar chart and presented the features (i.e. words)
in the order they appear in the original sentence.
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In this way, the graph allows the user to compare
the direction of the impact (positive/negative) and
also the magnitude of impact for individual words.
The bottom text box representation of the sentence
shows the words colored green if they significantly
contributed to the prediction and red if they signifi-
cantly opposed it.



4 Evaluation

We evaluated the novel visualization method using
an online survey. The targeted respondents were
researchers and PhD students not involved in the
study that mostly had some previous experience
with classifiers and/or their explanation methods.
In the survey, the respondents were presented with
three visualization methods on the same example:
two visualizations were generated by existing li-
braries, LIME and SHAP, and the third one used
our novel TransSHAP library. Respondents were
asked to evaluate the quality of each visualization,
suggest possible improvements, and rank the three
methods.’

The results of 38 completed surveys are as fol-
lows. The most informative features of the visu-
alization layout recognized by the users were the
impact each word had on a prediction and the im-
portance of the word contributions shown in a se-
quential view. The positioning of the visualiza-
tion elements for each of the three methods was
rated on the scale of 1 to 5. Our method achieved
the highest average score of 3.66 (63.1% of the
respondents rated it with a score of 4 or 5), sec-
ond best was the LIME method with an average
score of 3.13 (39.1% rated it with 4 or 5), and
the SHAP method was rated as the worst with
an average of 2.42 (81.5% rated it with 1 or 2).
Regarding the question whether they would use
each visualization method, LIME scored highest
(44.7% voted “Yes”), TransSHAP closely followed
(42.1% voted “Yes”), while SHAP was not praised
(34.2% voted “Yes”). The overall ranking also
corresponds to these results. LIME got the most
votes (54.3%), TransSSHAP was voted second best
(40.0% of votes), and SHAP was the least desir-
able (5.7% of votes). In addition, we asked the
participants to choose the preferred usage of the
method out of the given options. The TransSHAP
and SHAP methods were considered most useful
for the purpose of debugging and bias detection,
while the LIME method was also recognized as
suitable for explaining a model to other researchers
(usage in scientific articles).

5 Conclusion and further work

We presented the TransSHAP library, an extension
of the SHAP explanation approach for transformer

3The survey questions are available here: https://
forms.gle/icpYvHH780E2TCJt7.

20

neural networks. TransSHAP offers a novel test-
ing ground for better understanding of neural text
classifiers, and will be freely accessible after accep-
tance of the paper (for review purposes available
here: https://bit.ly/2UVY2Dy).

The explanations obtained by TransSSHAP were
quantitatively compared in a user survey, where
we assessed the visualization capabilities, showing
that the proposed TransSHAP’s visualizations were
simple, yet informative when compared to existing
instance-based visualizations produced by LIME or
SHAP. TransSHAP was scored better than SHAP,
while LIME was scored slightly better in terms of
overall user preference. However, in specific ele-
ments, such as positioning of the visualization ele-
ments, the visualization produced by TransSHAP
is slightly better.

In further work, we plan to address problems of
the perturbation-based explanation process when
dealing with textual data. Currently, TransSHAP
only supports random sampling from the word
space, which may produce unintelligible and gram-
matically wrong sentences, and overall completely
uninformative texts. We intend to take into account
specific properties of text data and apply language
models in the sampling step of the method. We plan
to restrict the sampling candidates for each word
based on their part of speech and general context of
the sentence. We believe that better sampling will
improve the speed of explanations and decrease the
variance of explanations. Furthermore, the explana-
tions could be additionally improved by expanding
the features of explanations from individual words
to larger textual units consisting of words that are
grammatically and semantically linked.
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