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Abstract

Classifiers tend to propagate biases present in
the data on which they are trained. Hence, it is
important to understand how the demographic
identities of the annotators of comments affect
the fairness of the resulting model. In this pa-
per, we focus on the differences in the ways
men and women annotate comments for toxi-
city, investigating how these differences result
in models that amplify the opinions of male
annotators. We find that the BERT model as-
sociates toxic comments containing offensive
words with male annotators, causing the model
to predict 67.7% of toxic comments as having
been annotated by men. We show that this dis-
parity between gender predictions can be miti-
gated by removing offensive words and highly
toxic comments from the training data. We
then apply the learned associations between
gender and language to toxic language classi-
fiers, finding that models trained exclusively
on female-annotated data perform 1.8% bet-
ter than those trained solely on male-annotated
data, and that training models on data after re-
moving all offensive words reduces bias in the
model by 55.5% while increasing the sensitiv-
ity by 0.4%.

1 Introduction

Toxic language detection has attracted significant
research interest in recent years as the volume of
toxic user-generated online content has grown with
the expansion of the Internet and social media net-
works (Schmidt and Wiegand, 2017). As toxicity
is such a subjective measure, its definition can vary
significantly between different domains and anno-
tators, leading to many contrasting approaches to
toxicity detection such as evaluating the construc-
tiveness of comments (Kolhatkar et al., 2020) or
examining the benefits of taking into account the
context of comments (Pavlopoulos et al., 2020).

Detecting and appropriately moderating toxic

comments has become crucial to online platforms
to keep people engaged in healthy conversations
rather than letting hateful comments drive people
away from discussions. In addition, it has become
increasingly important to ensure a user’s right to
free speech and only remove comments that vio-
late the policies of the platform. Human annotators
are the most effective way to filter toxic comments.
However, they are costly and unscalable to the gen-
erated data. As such, toxic language classifiers are
trained on datasets composed of comments anno-
tated by humans as an efficient way of detecting
toxic language (Schmidt and Wiegand, 2017).

One of the main issues with this approach is
that any biases held by the pool of annotators are
propagated in the classifier, which can lead to non-
toxic comments from certain identity groups being
mislabelled as toxic, an effect known as false pos-
itive bias (Dixon et al., 2018; Sap et al., 2019).
While many papers have acknowledged the poten-
tial for bias in their datasets, with some proposing
novel ways of measuring this bias (Dixon et al.,
2018), very little has been done to examine the
differences in the ways that distinct groups of an-
notators perceive comments and investigate how
these differences affect the classification results.

This paper is motivated by the lack of under-
standing of the impact of annotator demographics
on bias in toxic language detection. We investigate
how the annotators’ demographics affect the toxic-
ity scores/labels and the trained models. We anal-
yse the chosen corpus by grouping the annotations
by the gender of the annotator as it is the most ad-
dressed demographic variable in the literature and
constitutes the largest groups of data in the corpus.
We then tailor the state-of-the-art BERT model to
the tasks of toxicity and gender classification, using
training and test sets built independently using the
annotations of different genders to investigate bias.

For the gender classification models, we use ex-
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plainable machine learning methods to analyse the
comments in the test set in order to gain further
insights into the associations between gender and
language made by the model that contribute to the
biased classifications towards male annotators. We
then explore how modifying the training data of the
models based on these learned associations affects
the bias present. We examine the role offensive
language plays in male and female annotations and
investigate the robustness of models trained inde-
pendently on gender-specific data once offensive
language has been removed.

The main contributions of this work are: I) re-
vealing the bias of BERT-based toxic language de-
tection models towards male annotators, II) recog-
nising the learned associations between male an-
notators and offensive language in the model, III)
demonstrating methods to reduce the bias in the
model without reducing the sensitivity.

2 Bias Statement

In this work, we explore gender bias present in
toxic language detection systems due to associa-
tions between offensive language and annotator
gender amplified by the model. We define gender
bias in this context as the disproportionate influ-
ence of the opinions of one gender over another
in the model’s output. We acknowledge that by
treating gender as binary in this study, we exclude
those who identify as non-binary, which may cause
representational harm (Blodgett et al., 2020). This
choice was made due to the scarcity of annotators
who identify as non-binary affecting the generalis-
ability of the results.

This work demonstrates that toxic comments
containing offensive words are associated with
male annotators, resulting in female annotators pre-
dicted as being male. This leads to toxicity clas-
sifiers that are overly reliant on the opinions of
annotators perceived to be male in order to make a
classification. The resulting systems create repre-
sentational harm by overlooking the diverse opin-
ions of female annotators, leading to comments
that women may consider toxic not being removed.

3 Related Work

Previous research into gender bias in toxic lan-
guage detection caused by the demographic
makeup of annotators explored superficial differ-
ences between male and female annotators, but
only reflected on the ethical considerations in-

volved rather than thoroughly investigating the dif-
ferences between annotator groups and attempting
to minimise bias in the model.

Binns et al. (2017) presented different methods
for detecting potential bias by building classifiers
trained on comments whose annotators belong to
different genders. They reported differences in av-
erage toxicity scores and inter-annotator agreement
between the groups. Similar work by Sap et al.
(2019) in the field of racial bias examined toxicity
scores given to Twitter corpora, where the white an-
notators in the majority give higher toxicity scores
to tweets exhibiting an African American English
dialect, demonstrating how annotator opinions can
propagate bias throughout the model.

Some studies focused on gender bias in specific
tasks in Natural Language Processing such as coref-
erence resolution. The aim of those studies is to
eliminate under-representation bias by applying
gender-swapping and name anonymisation to a cor-
pus to balance the use of gender-specific words
(Zhao et al., 2018). Sun et al. (2019) highlights this
technique as an effective way of debiasing models
and measuring gender bias in predictions, using
the False Positive Equality Distance (FPED) and
False Negative Equality Distance (FNED) metrics
(Dixon et al., 2018) to measure the difference in
performance for gender-swapped sentences.

Another common source of bias is the word em-
beddings, which can form associations between
identity groups and stereotypical terms based on
their prevalence in the literature used to train the
language model. Bolukbasi et al. (2016) demon-
strated the presence of gender bias in occupations
in the word embeddings of a language model and
proposed a system to debias those models by iso-
lating the gender subspace before utilising hard or
soft debiasing to remove the gender bias from terms
identified as being gender neutral. This was further
extended by Manzini et al. (2019) to encompass
racial bias, transforming the binary classification
task of identifying gender-specific and gender neu-
tral terms into a multiclass debiasing problem.

Related studies into the aggregation of crowd-
worker annotations highlight that many models are
skewed towards the opinions of workers who agree
with the majority vote, which can lead to the opin-
ions of other annotators being disregarded even
when there is low inter-annotator agreement (Bal-
ayn et al., 2018). A solution to this, proposed by
Aroyo and Welty (2013) and adopted by Wulczyn
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et al. (2017), uses disaggregated data and trans-
forms the problem from the binary classification
of toxicity to the prediction of the proportion of
annotators who would classify a comment as toxic.

In practice, the effectiveness of crowdsourcing
appears to be mixed for much of the literature, with
Kolhatkar et al. (2020) noting that expert annota-
tors only agree with the majority opinion of the
crowdsourced annotations 87% of the time in the
context of evaluating the constructiveness of com-
ments. This verdict is also reached by Nobata et al.
(2016), who concludes that workers on the Amazon
Mechanical Turk platform exhibit a much worse
inter-annotator agreement than the in-house anno-
tators for the task of abuse classification. This
highlights the need to thoroughly examine the an-
notations in corpora before they are applied to a
classification task.

We note that that the majority of the research
into bias in toxic language detection does not re-
flect on the bias caused by the pool of annotators,
and yet research into crowdsourcing demonstrates
poor inter-annotator agreement in many corpora
and how the results of classification models are
skewed by annotator opinions that may not reflect
society as a whole. For the few papers that do
examine the role of annotators in toxic language
detection, no practical suggestions have been made
that aim to reduce the identified bias in the imple-
mented model, which is the main contribution of
this paper.

4 Data

We use the toxicity corpus1 from the Wikipedia
Detox project (Wulczyn et al., 2017), which con-
tains over 160k comments from English Wikipedia
annotated with toxicity scores and the demographic
information of the annotators, where each comment
has been labelled by approximately 10 annotators
using the toxicity categories displayed in Table 1.

This corpus has been widely used in recent lit-
erature developing deep learning approaches to
toxic language detection (Pavlopoulos et al., 2017;
Mishra et al., 2018) and investigating bias, such
as Dixon et al. (2018) using the comments to pro-
pose metrics that evaluate bias based on the identity
terms present in the data. As such, this corpus was
selected for the comparability of results it provides,
in addition to it being the only toxic language cor-

1https://www.kaggle.com/jigsaw-team/
wikipedia-talk-labels-personal-attacks

pus to provide the genders of the annotators.
Binns et al. (2017) demonstrates methods to ex-

plore potential bias in this corpus without further
investigating the cause of the bias or attempting
to reduce bias in the model, finding that male an-
notators in the corpus have a significantly higher
inter-annotator agreement than female annotators,
leading to male test data performing better than
female test data. Balayn et al. (2018) uses this
corpus to investigate how the implemented model
became skewed towards the scoring of annotators
with the majority opinion, favouring the opinion
of the largest group for each demographic vari-
able. Balayn et al. (2018) then attempts to mitigate
this bias by balancing the dataset for each demo-
graphic variable, which we discover is not enough
to prevent bias is the model due to the learned as-
sociations between the demographic variable and
the language in the comments.

We hypothesise based on previous research that
models trained on this corpus will likely value the
opinions of male annotators over female annota-
tors. This is due to the fact that male annotators
were found to have a greater inter-annotator agree-
ment than female annotators, meaning that they are
likely to hold the majority opinion, and so it fol-
lows that the model will place a greater importance
on the scores of male annotators when deciding the
toxicity of a comment.

5 Experiments

5.1 Technical Specifications
We use a state of the art model (Zorian and Bikka-
nur, 2019), built based on the pre-trained uncased
BERTBASE model (Devlin et al., 2019) with a sin-
gle linear classification layer on top. The Hugging-
face transformers library (Wolf et al., 2020)
is used to implement the model.

For fine-tuning, we follow the guidelines set by
Devlin et al. (2019), using an Adam optimizer with
a learning rate of 2× 10−5 and a linear scheduler.
We use a batch size of 8 trained over 2 epochs 2.

5.2 Preliminary Data Analysis
Examining the chosen corpus, we find that 34% of
the annotations were made by women (with <0.1%
of annotators describing themselves as ‘other’).
Due to the unbalanced nature of the dataset, we
balance each training and test set used for gender

2Code is available at: https://github.com/
MicrosoftExcell/Advanced-Project

https://www.kaggle.com/jigsaw-team/wikipedia-talk-labels-personal-attacks
https://www.kaggle.com/jigsaw-team/wikipedia-talk-labels-personal-attacks
https://github.com/MicrosoftExcell/Advanced-Project
https://github.com/MicrosoftExcell/Advanced-Project
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Toxicity Category Toxicity Score Description
Very toxic -2 A very hateful, aggressive, or disrespectful comment

that is very likely to make you leave a discussion
Toxic -1 A rude, disrespectful, or unreasonable comment that is

somewhat likely to make you leave a discussion
Neither 0 -
Healthy contribution 1 A reasonable, civil, or polite contribution that is

somewhat likely to make you want to continue a discussion
Very healthy contribution 2 A very polite, thoughtful, or helpful contribution that is

very likely to make you want to continue a discussion

Table 1: Toxicity categories given to annotators with associated toxicity scores and descriptions.

classification by ensuring that 50% of the annota-
tions were made by men and 50% of the annota-
tions were made by women. We achieve this by ran-
domly sampling the comments annotated by each
demographic group until a quota such as the size
of the smallest group is reached for each sample.
The goal of this is to eliminate under-representation
bias in order to be certain that any differences be-
tween genders in the results are not caused by an
unbalanced dataset.

After reviewing the toxicity scores given by each
group as a whole, we find that female annotators
on average annotated 1.72% more comments as
toxic than male annotators and assigned toxicity
scores that were on average 0.048 lower than those
given by their male counterparts, using the toxicity
scores given in Table 1. These figures indicate a
slight disparity between the genders, suggesting
that female annotators on average find comments
more toxic than male annotators.

5.3 Pre-processing

While the different models built for this paper fo-
cus on two different tasks, namely toxicity and
gender classification, the pre-processing steps re-
main largely the same. Firstly, the data is stripped
of unnecessary information such as newline and tab
tokens. Annotators who reported their gender as
‘other’ are removed as they do not provide a large
enough group to draw generalisable conclusions
from. The dataset is then balanced by gender as
previously described as well as being balanced by
the toxicity score in a similar manner.

For gender classification, as only toxic data is
used for training and testing, this means sampling
the data evenly from comments given a toxicity
score of -1 and those given a toxicity score of -2.
This is necessary as far fewer comments are la-
belled as ‘Very Toxic’ than ‘Toxic’, and as it is the

Figure 1: Confusion matrix showing the gender predic-
tions of the annotators of toxic comments by the BERT-
based model.

toxic data that is being investigated, it is important
to ensure that any differences in the way men and
women annotate comments as ‘Very Toxic’ are not
diminished in the results by the substantial size of
the ‘Toxic’ category. Similarly, the toxicity clas-
sification models take 25% of their data from the
comments annotated as ‘Toxic’ and a further 25%
from the ‘Very Toxic’ data, with the remaining 50%
being randomly sampled from the ‘Healthy’ and
‘Very Healthy’ data. The last two categories were
not divided evenly as with the toxic categories due
to the limited size of the ‘Very Healthy’ data.

We choose the maximum sequence length for
the model to be 100 based on the token counts of
comments in the training data, taking into account
memory restrictions.

5.4 Gender Classification
The results of the preliminary data analysis indi-
cate potential differences between male and female
annotators in the corpus. We explore this further
by tasking the BERT-based model with classifying
the gender of an annotator based on a comment the
annotator labelled as toxic.
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Using training and test data classified as toxic or
very toxic by equal numbers of male and female
annotators, we find that the model predicts the gen-
der of the annotator of a toxic comment as male
67.7% of the time on average, with the results of
the first run shown in Figure 1 . This indicates that
there is a difference between the annotations of
male and female annotators that can be identified
by the model, as we would expect the predictions
to be evenly distributed between male and female
if no bias was present.

In order to investigate the differences in annota-
tion styles between the genders that caused the bias
shown, we add interpretability to the model’s out-
put by adapting the attribution scores and integrated
gradients to display which words in comments are
the most important when predicting the gender of
the annotator, and which gender those words are
attributed to. The integrated gradients method at-
tributes the predictions of deep networks to their
inputs and has proven useful for rule extraction in
text models, identifying undiscovered correlations
between terms and classification results (Sundarara-
jan et al., 2017).

The results of this analysis can be seen in Ta-
ble 2, where 10 comments from the test set have
been chosen due to their brevity and concise repre-
sentation of the attribution scores seen in the test
set as a whole. Furthermore, we include comments
from each combination of true and predicted labels
to provide a wider picture of the observed results.

We observe that the model gives great impor-
tance to offensive words when classifying a com-
ment as having a male annotator. The language
in comments predicted as having a female annota-
tor is less explicit and harder to categorise, other
than that the attributed words are more typical of
a conversation rather than an overt insult like the
majority of the male attributed words. This is cor-
roborated by the Spearman’s rank correlation co-
efficient of -0.378 between the probability given
by the model of the annotator being female and the
number of offensive words in the comment, indi-
cating the existence of a relationship between the
model predicting annotators as being male and the
presence of offensive words in a comment.

Examining the data further, we find that male-
annotated ‘Toxic’ comments contains 0.1 more of-
fensive words on average than female-annotated
‘Toxic’ comments, with this disparity rising to 0.28
for the ‘Very Toxic’ comments.

Figure 2: Box plot showing the difference between the
specificity and sensitivity for each gender classification
model on test data with and without offensive words.

Based on these observations, we hypothesise
that the bias of the model towards predicting a
toxic comment as having a male annotator is due
to the model learning an association between of-
fensive words and male annotators in the training
data, exacerbated by the prevalence of offensive
words in toxic comments. In order to validate this
hypothesis, we retrain the model after removing
all offensive words from the training data using a
blacklist3. We refer to the original BERT model as
BERTOriginal and this new model as BERTNoPro-
fanity.

We also train the model after removing the ‘Very
Toxic’ data in addition to the offensive words, in or-
der to see if this lessens the gender disparity in the
results. We do this based on the knowledge that the
most toxic comments contain the greatest amount
of profanity as comments annotated as ‘Toxic’ have
a median of 1 and a mean of 1.20 offensive words
per comment, while the ‘Very Toxic’ comments
have a median of 2 and a mean of 2.41 offensive
words per comment. This new model is referred to
as BERTNotVeryToxic.

The performance of these models on toxic test
data with and without offensive words is displayed
in Figure 2. We measure the difference between
specificity and sensitivity for each model as they
measure the model’s ability to correctly predict
whether an annotator is male or female respec-
tively. Ideally, all values of specificity and sen-
sitivity should be 0.5 if there is no bias towards
either gender in the results. As such, the difference

3https://www.cs.cmu.edu/˜biglou/
resources/

https://www.cs.cmu.edu/~biglou/resources/
https://www.cs.cmu.edu/~biglou/resources/
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True Label Predicted Label Attribution Label Score Word Importance
female male (0.53) female -0.70 you re fuck of bitch . . .
female male (0.53) female -2.06 i hate you u stupid little mid ##get
female male (0.53) female -1.33 a crazy ne##rd who dislike ##s women
female male (0.53) female -1.49 suck my dick . suck my ##bi##g harry balls
male female (0.54) female 2.00 you will not be warned again .
male female (0.56) female 1.79 that’ s your short - coming , then.
male male (0.53) female -1.39 mu ##you suck asshole ch
male male (0.56) female -1.89 how about this , go fuck yourself ! !
female female (0.71) female 4.06 ... i won’t comment unless ...

... an investigation would have perhaps ...
female female (0.67) female 5.00 ... acts of terror against their ...

... in this context ...

Table 2: Attributions of annotator gender to words in toxic comments. First column contains the true gender of
the annotator. Second column contains the predicted gender of the annotator with the associated probability given
by the BERT model. Third column contains the attribution label. Fourth column contains the attribution score,
for comparison with the attribution label (negative scores indicate male attributions and positive scores indicate
female attributions). Fifth column contains the comment text highlighted with the associated word attribution
scores. Blue indicates negative (male) attribution scores, yellow indicates positive (female) attribution
scores. The intensity of the colour indicates the magnitude of the associated attribution. Note: some comments are
truncated due to their length, in which case the words with the strongest attribution scores are shown.

between them is indicative of the amount of bias in
the model.

What we observe from these results is that bias
is reduced in all models when offensive words are
removed from the test data, indicating that the of-
fensive words are a large contributor to the bias
towards predicting annotators as male. We also
note that the BERTNoProfanity model shows a
55.5% reduction in bias on average compared to
the BERTOriginal model, again demonstrating that
offensive words cause bias in the model. Further-
more, we see that the BERTNoProfanity model ex-
hibits the greatest amount of variation in the results,
due to the discrepancies in the semantics between
comments with and without words removed. The
BERTNotVeryToxic model does not face this issue
as it is trained using only the ‘Toxic’ data, which
has half the number of offensive words per com-
ment than the ‘Very Toxic’ data does, meaning that
the semantics of comments remain broadly intact.

In addition, we observe that the BERTNotVery-
Toxic model exhibits the least bias overall, suggest-
ing that the ‘Very Toxic’ data contributes to the
model’s decision to predict the gender of an annota-
tor as male. In fact, the BERTNotVeryToxic model
exhibits little to no bias on the test data without
offensive words, apart from one outlier that leans
towards female predictions, suggesting that the bias
towards men is eliminated when offensive words
and the ‘Very Toxic’ data are removed from the

training and test data.
In order to further validate our hypothesis about

the relationship between gender predictions and
offensive words in comments, we plot the relation-
ship between the predicted probability of a com-
ment having a female annotator and the number of
offensive words in the comment for the BERTOrig-
inal and BERTNotVeryToxic models, the results of
which can be seen in Figure 3.

From these plots we can see that the BERTO-
riginal model is very likely to make gender predic-
tions based on the number of offensive words in a
comment as the probability distribution is skewed
towards the left, meaning that comments with high
numbers of offensive words have low probabili-
ties of being female. We can see that this is not
the case for the BERTNotVeryToxic model, as it
shows a much more even distribution of gender
probabilities for comments with higher numbers
of offensive words, again confirming the model’s
reliance on ‘Very Toxic’ data to make the associa-
tion between male annotators and offensive words
in toxic comments.

In order to demonstrate that the number of offen-
sive words in a comment is not a reliable method of
predicting the gender of an annotator, we examine
the true and predicted labels of all comments in the
test set, as can be seen in Figure 4. This shows that
both men and women annotate comments with a
high number of offensive words as toxic, as the es-
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Figure 3: Scatter plots showing the number of offensive words in a comment against the predicted probability of
the annotator being female for the BERTOriginal model (left) and the BERTNotVeryToxic model (right).

timation of the probability distribution for the true
gender labels is roughly the same for both genders.
We can see that this distribution has shifted in the
predicted labels, with the female distribution being
shifted to the left and the male distribution being
shifted to the right. This shows that the model
attributes comments with no offensive words to
female annotators and comments with greater num-
bers of offensive words to male annotators despite
there being little difference between the gender
distributions in the ground truth.

5.5 Toxicity Classification

To further explore the differences between male
and female annotators, we adapt the BERT model
to perform toxicity classification rather than gender
classification. For this task, we keep the dataset
balanced between toxic and non-toxic comments.
The model is trained using data from male and
female annotators respectively, with and without
offensive words removed. We refer to the male
models with and without offensive words as BERT-
Male and BERTMaleNoProfanity respectively, and
refer to the female models as BERTFemale and
BERTFemaleNoProfanity in the same way.

We test each of the models using test data of
the same condition as well as the test data from all
other toxicity classification models. This means
that models trained exclusively on data from one
gender can be compared using data from both gen-
ders to examine which model performs better in
addition to finding which set of test data is easier to

categorise. This also allows us to examine the per-
formance of models trained and tested on data with
and without offensive words in order to understand
the impact of removing offensive words from the
training data on performance, as we have already
determined that this method decreases bias in the
model.

As we have only examined the relationship be-
tween annotator gender and the language in com-
ments that were annotated as toxic, we use sensitiv-
ity to measure the performance of each model and
set of test data. This measures the ability of each
model to correctly classify toxic comments.

The results of this can be seen in Table 3, where
we observe similar results to Binns et al. (2017),
showing that models consistently perform worse
on female-annotated test data compared to male-
annotated test data. This could be due to the greater
diversity of opinions in female-annotated data re-
sulting from low inter-annotator agreement (Binns
et al., 2017), in addition to the ability of the model
to associate offensive words with male annotations
making it easier to classify toxic comments anno-
tated by men. We also note that female-annotated
models perform 1.8% ± 0.6% better on average,
suggesting they are less dependent on the presence
of offensive words in test data for classification.

We observe that when the offensive words in
the training and test data are removed, the toxic
comments without offensive words become more
difficult to correctly classify than those with offen-
sive words. We also find that models trained on
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Figure 4: Kernel density estimation of the probability distribution of the count of offensive words in comments for
the ground truth (left) and predicted (right) male and female labels.

Test Data
Male MaleNoProfanity Female FemaleNoProfanity

Model Mean SD Mean SD Mean SD Mean SD
BERTMale 0.8370 0.019 0.6794 0.026 0.7682 0.019 0.6288 0.025
BERTMaleNoProfanity 0.8392 0.004 0.8142 0.003 0.7748 0.008 0.7502 0.007
BERTFemale 0.8534 0.004 0.6952 0.016 0.7986 0.013 0.6500 0.020
BERTFemaleNoProfanity 0.8528 0.006 0.8224 0.007 0.7944 0.010 0.7662 0.012
BERTMale+Female 0.8519 - 0.7376 - 0.7689 - 0.6682 -

Table 3: Means and standard deviations of sensitivity for each toxicity model on each category of test data over
5 runs using seed values 42, 5936, 9743, 14280, 29988. The same test sets were used between models for each
run. The bold numbers indicate the model with the highest sensitivity for each category of test data. One run of a
baseline model trained on male and female data is added for comparison only.

data without offensive words have a 0.4% higher
sensitivity on average on unmodified test data than
the equivalent model trained on data with offensive
words. The performance of BERTMaleNoProfan-
ity surpasses the performance of BERTMale on
every set. BERTFemaleNoProfanity has a similar
performance on the unmodified data as BERTFe-
male, despite the lack of offensive words in the
training data. BERTFemaleNoProfanity outper-
forms BERTFemale by 0.1272 and 0.1162 on the
modified male and female test data respectively.
This is due to the model relying on factors other
than the offensive words for toxicity classification.

6 Discussion

Toxic language detection is a highly subjective task,
with majority opinions and levels of agreement
varying within and between demographic groups.
We highlight this by analysing the annotations of
different genders in the chosen corpus, noting that
the number of female annotators is outweighed by
the number of male annotators, and that the fe-

male annotators are more likely to label a comment
as toxic than their male counterparts. This infor-
mation could be leveraged by moderation systems
by taking into account the demographic group the
reader of a comment belongs to before determin-
ing the toxicity threshold at which a comment is
removed from the system.

Our findings indicate that the BERT-based model
associates comments that contain offensive words
with male annotators, despite the data showing
that both male and female annotators label com-
ments containing high numbers of offensive words
as toxic. We demonstrate that the most offensive
words are attributed to male annotators, which
causes the model to output skewed predictions in-
dicating that most comments have been annotated
by men despite the training data being balanced
between both genders.

We note that the male annotators in this corpus
display a greater level of inter-annotator agreement
than the female annotators which may contribute
to the tendency of the model to predict the gender
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of an annotator as male. This bias indicates that
toxicity models trained on this corpus will be more
influenced by the opinions of male annotators, as
the diversity of views given by the female anno-
tators makes them unlikely to hold the majority
opinion, and those who label comments containing
offensive words as toxic are perceived to be male
by the model.

We find that removing the offensive words from
the training data produces a model that demon-
strates less bias overall than the original model but
exhibits the most variation in the results of any of
the implemented models. We find that removing
the most toxic data in addition to removing the
offensive words in the training data produces the
model with the least bias, showing that comments
containing high numbers of offensive words are
far less attributed to male annotators than in the
original model.

Applying the discovered associations between
gender and offensive language to models tasked
with classifying the toxicity of comments, we find
that toxic comments annotated by men are easier
to classify than those annotated by women. Con-
versely, we find that models trained exclusively on
female-annotated data display a better performance
than models trained entirely on male-annotated
data. This is in part due to the associations between
male annotators and offensive language distracting
the model from other aspects of toxic comments.

Finally, we show that while it is harder to cor-
rectly classify toxic data after the removal of of-
fensive words, models trained on this data show a
comparable performance to models trained on un-
modified data. Combining these results with those
of the gender predicting models, we see that re-
moving offensive words from the training data of
a model is an effective way of reducing the bias
towards the opinions of male annotators without
compromising the performance of the model on
toxic data.

We note that this approach does not remove all
bias in the model, for example we did not address
the male bias present in the model due to the con-
textual relationships between words found in the
training data (Kurita et al., 2019). However, this pa-
per provides an insight into the gender associations
that can be present in a model and the methods that
can be used to investigate and minimise bias in any
classification system reliant on annotators.

We recommend that the demographics of the

annotators be collected and reported as part of la-
belled datasets. This is particularly relevant in prob-
lems which rely on the subjective opinion of the
annotator like toxic language detection.

7 Conclusion

In this paper we seek to quantify the gender bias in
toxic language detection systems present as a result
of differences in the opinions held by distinct de-
mographic groups of annotators in the corpus and
aim to minimise this bias without compromising
the performance of the model. We identify differ-
ences between the annotation styles of men and
women in the chosen corpus and determine that
this causes a bias towards the opinions of men. We
discover associations between the male bias and the
use of offensive language in toxic comments, ap-
plying this knowledge to a toxic language classifier
to demonstrate an effective way to reduce gender
bias without compromising the performance of the
model.

Future work on annotator bias should examine
other demographic variables present in the pool of
annotators such as race, age or level of education
and analyse the extent to which certain groups may
be excluded or have their opinions overlooked by
the model. This could be extended by researching
the connection between the demographic identities
of annotators and the identities referenced in com-
ments to see where prejudice occurs. Those imple-
menting toxic language detection systems would
be advised to consider the types of bias present in
their model and personalise moderation based on
the identities of those authoring or viewing com-
ments.
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