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Abstract

Radiology report generation aims at generat-
ing descriptive text from radiology images au-
tomatically, which may present an opportunity
to improve radiology reporting and interpre-
tation. A typical setting consists of training
encoder-decoder models on image-report pairs
with a cross entropy loss, which struggles to
generate informative sentences for clinical di-
agnoses since normal findings dominate the
datasets. To tackle this challenge and encour-
age more clinically-accurate text outputs, we
propose a novel weakly supervised contrastive
loss for medical report generation. Experimen-
tal results demonstrate that our method ben-
efits from contrasting target reports with in-
correct but semantically-close ones. It outper-
forms previous work on both clinical correct-
ness and text generation metrics for two public
benchmarks.

1 Introduction

Automated radiology report generation aims at gen-
erating informative text from radiologic image stud-
ies. It could potentially improve radiology report-
ing and alleviate the workload of radiologists. Re-
cently, following the success of deep learning in
conditional text generation tasks such as image cap-
tioning (Vinyals et al., 2015; Xu et al., 2015), many
methods have been proposed for this task (Jing
et al., 2017; Li et al., 2018; Liu et al., 2019; Jing
et al., 2020; Ni et al., 2020; Chen et al., 2020b).

Unlike conventional image captioning bench-
marks (e.g. MS-COCO (Lin et al., 2014)) where
referenced captions are usually short, radiology
reports are much longer with multiple sentences,
which pose higher requirements for information
selection, relation extraction, and content ordering.
To generate informative text from a radiology im-
age study, a caption model is required to understand
the content, identify abnormal positions in an im-
age and organize the wording to describe findings

in images. However, the standard approach of train-
ing an encoder-decoder model with teacher forcing
and cross-entropy loss often leads to text generation
outputs with high frequency tokens or sentences
appearing too often (Ranzato et al., 2015; Holtz-
man et al., 2019). This problem could be worse for
chest X-ray report generation, since the task has
a relatively narrow text distribution with domain-
specific terminology and descriptions for medical
images, and models often struggle to generate long
and diverse reports (Harzig et al., 2019; Boag et al.,
2020).

To tackle these challenging issues, we propose
to introduce contrastive learning into chest X-ray
report generation. However, simply using random
non-target sequences as negative examples in a con-
trastive framework is suboptimal (Lee et al., 2020),
as random samples are usually easy to distinguish
from the correct ones. Hence, we further introduce
a weakly supervised contrastive loss that assigns
more weights to reports that are semantically close
to the target. By exposing the model to these “hard”
negative examples during training, it could learn
robust representations which capture the essence of
a medical image and generate high-quality reports
with improved performance on clinical correctness
for unseen images.

Overall, our contributions are three-fold:
• We propose a novel objective for training a

chest X-ray report generation model with a
contrastive term, which contrasts target re-
ports with incorrect ones during training.

• We develop a weakly supervised method to
identify “hard” negative samples and assign
them with higher weights in our contrastive
loss to further encourage diversity.

• We conduct comprehensive experiments to
show the effectiveness of our method, which
outperforms existing methods on both clinical
correctness and text generation metrics.
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Figure 1: Illustration of our weakly supervised contrastive learning framework. We use a task-specific BERT
model to label the reports, guiding the contrastive learning process during training.

2 Related Work

Medical Report Generation Medical report
generation, which aims to automatically generate
descriptions for clinical radiographs (e.g. chest X-
rays), has drawn attention in both the machine
learning and medical communities. Many methods
have been proposed to solve this task. For example,
Jing et al. (2017) proposed a co-attention hierar-
chical CNN-RNN model. Li et al. (2018, 2019)
used hybrid retrieval-generation models to comple-
ment generation. Most recently, Ni et al. (2020)
proposed to learn visual semantic embeddings for
cross-modal retrieval in a contrastive setting, and
showed improvements in identifying abnormal find-
ings. However, this is hard to scale or generalize
since we need to build template abnormal sentences
for new datasets. Chen et al. (2020b) leveraged a
memory-augmented transformer model to improve
the ability to generate long and coherent text, but
didn’t address the issue of generating dominant
normal findings specifically. Our work proposes
to incorporate contrastive learning into training a
generation-based model, which benefits from the
contrastive loss to encourage diversity and is also
easy to scale compared to retrieval-based methods.

Contrastive Learning Contrastive learn-
ing (Gutmann and Hyvärinen, 2010; Oord et al.,
2018) has been widely used in many fields of
machine learning. The goal is to learn a represen-
tation by contrasting positive and negative pairs.
Recent work showed that contrastive learning

can boost the performance of self-supervised
and semi-supervised learning in computer vision
tasks (He et al., 2020; Chen et al., 2020a; Khosla
et al., 2020). In natural language processing,
contrastive learning has been investigated for
several tasks, including language modeling (Huang
et al., 2018), unsupervised word alignment (Liu
and Sun, 2015) and machine translation (Yang
et al., 2019; Lee et al., 2020). In this work, we
are interested in applying contrastive learning to
chest X-ray report generation in a multi-modality
setting. Different from previous work in applying
contrastive learning to image captioning (Dai
and Lin, 2017), we leverage a recent contrastive
formulation inspired by (Chen et al., 2020a) which
transforms representations into latent spaces, and
propose a novel learning objective for the medical
report generation task specifically.

3 Method

Generating Reports with Transformer We
leverage a memory-driven transformer proposed
in (Chen et al., 2020b) as our backbone model,
which uses a memory module to record key infor-
mation when generating long texts.

Given a chest X-ray image I , its visual features
X are extracted by pre-trained convolutional neural
networks (e.g. ResNet (He et al., 2016)). Then we
use the standard encoder in transformer to obtain
hidden visual features HX . The decoding process
at each time step t can be formalized as

ŷt = Decoder(HX , y1, . . . , yt−1). (1)
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We use a cross-entropy (CE) loss to maximize the
conditional log likelihood log pθ(Y ∣X) for a given
N observations (X(i)

, Y
(i)
i=1)

N as follows:

LCE =
N

∑
i=1

log pθ(Y (i)∣X(i)). (2)

Labeling Reports with Finetuned BERT As
shown in Figure 1, we first extract the embeddings
of each report from ChexBERT (Smit et al., 2020),
a BERT model pretrained with biomedical text and
finetuned for chest X-ray report labeling. We use
the [CLS] embedding of BERT to represent report-
level features. We then apply K-Means to cluster
the reports into K groups. After clustering, each
report Y is assigned with a corresponding cluster
label l, where reports in the same cluster are con-
sidered to be semantically close to each other.

Weakly supervised Contrastive Learning To
regularize the training process, we propose a
weakly supervised contrastive loss (WCL). We first
project the hidden representations of the image and
the target sequence into a latent space:

zx = φx(H̃X), zy = φy(H̃Y ), (3)

where H̃X and H̃Y are the average pooling of the
hidden states HX and HY from the transformer,
φx and φy are two fully connected layers with
ReLU activation (Nair and Hinton, 2010). We then
maximize the similarity between the pair of source
image and target sequence, while minimizing the
similarity between the negative pairs as follows:

LWCL =

N

∑
i=1

log
exp(si,i)

∑
li≠lj

exp(si,j) + α ∑
li=lj

exp(si,j)
,

(4)
where si,j = sim(zx(i), zy(j))/τ , sim is the cosine
similarity between two vectors, τ is the tempera-
ture parameter, α is a hyperparameter that weighs
the importance of negative samples that are seman-
tically close to the target sequence, i.e., with the
same cluster label li = lj in Eq. (4). Empirically,
we find that these samples are “hard” negative sam-
ples and the model would perform better by assign-
ing more weights to distinguish these samples.

Overall, the model is optimized with a mixture
of cross-entropy loss and weakly supervised con-
trastive loss:

Lloss = (1 − λ)LCE + λLWCL, (5)

where λ is a hyperparameter that weighs the two
losses.

4 Experiments

4.1 Experimental Setup

Datasets We conduct experiments on two
datasets: (1) MIMIC-ABN, which was proposed
in (Ni et al., 2020) and contains a subset of images
of MIMIC-CXR with abnormal sentences only,
with 26,946/3,801/7,804 reports for train/val/test
sets. (2) MIMIC-CXR (Johnson et al., 2019), the
largest radiology dataset to date that consists of
222,758/1,808/3,269 reports for train/val/test sets.

Evaluation Metrics Performance is first evalu-
ated on three automatic metrics: BLEU (Papineni
et al., 2002), ROUGE-L (Lin, 2004), and ME-
TEOR (Denkowski and Lavie, 2011).

We then use the CheXpert labeler to evaluate
the clinical accuracy of the abnormal findings re-
ported by each model, which is a state-of-the-art
rule-based chest X-ray report labeling system (Irvin
et al., 2019). Given sentences of abnormal findings,
CheXpert will give a positive and negative label
for 14 diseases. We then calculate the Precision,
Recall and Accuracy for each disease based on the
labels obtained from each model’s output and from
the ground-truth reports.

Implementation Details We use Adam as the
optimizer with initial learning rates of 5e-5 for
the visual extractor and 1e-4 for other parameters.
The learning rate is decayed by a factor of 0.8 per
epoch. We set the number of labels K to 13 and
14 for MIMIC-ABN and MIMIC-CXR, the weight-
ing parameters λ and α to 0.2 and 2 respectively.
We conduct a grid-based hyperparameter search
for weighting factor λ ∈ {0.1, 0.2, 0.3, 0.4, 0.5}
and temperature τ ∈ {0.1, 1, 10} by evaluating the
models on the validation sets of the two datasets.

Words with frequency less than 3 and 10 are
discarded for MIMIC-ABN and MIMIC-CXR re-
spectively. The maximum sequence lengths are set
to 64 and 100 for MIMIC-ABN and MIMIC-CXR.
The projection heads consists of two convolutional
layers with ReLU activation, and the latent dimen-
sions are set to 256 for both visual and text projec-
tion layers. The hidden sizes of both the encoder
and decoder are 512 with 8 heads and 3 layers.
The batch size for training the two datasets is 128.
We report the results using models with the high-
est BLEU-4 on the validation set. We use a beam
size of 3 for generation to balance the generation
effectiveness and efficiency.
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Dataset Model NLG metrics CE metrics

BLEU-1 BLEU-4 METEOR ROUGE-L Precision Recall F-1

MIMIC-ABN

ST 14.9 3.3 7.2 17.4 20.3 22.2 21.2
HCR 8.4 1.9 5.9 14.9 26.1 15.7 19.6
CVSE 19.2 3.6 7.7 15.3 31.7 22.4 26.2
MDT 24.6 6.6 9.7 23.0 34.0 29.1 29.4

MDT+WCL 25.6 6.7 10.0 24.1 33.2 30.9 30.0

MIMIC-CXR

ST 29.9 8.4 12.4 26.3 24.9 20.3 20.4
TopDown 31.7 9.2 12.8 26.7 32.0 23.1 23.8

MDT 35.3 10.3 14.2 27.7 33.3 27.3 27.6
MDT+WCL 37.3 10.7 14.4 27.4 38.5 27.4 29.4

Table 1: The performance of all baselines and our full model on the test sets of MIMIC-ABN and MIMIC-CXR
datasets with respect to natural language generation (NLG) and clinical efficacy (CE) metrics. Results are reported
in percentage (%). ST is CNN+LSTM with attention (Xu et al., 2015). HCR (Jing et al., 2017) is a hierachical
CNN-RNN model. CVSE (Ni et al., 2020) is a cross-modal retrieval model. TopDown (Anderson et al., 2018) is a
widely-used image captioning model. MDT is a memory-driven transformer proposed in (Chen et al., 2020b).

Method Validation

BLEU-1 BLEU-4 METEOR ROUGE-L

baseline 25.0 6.6 9.7 23.3
adversarial 25.1 6.6 9.8 23.2
excluding 24.8 6.6 9.8 23.1

Ours 25.4 6.8 10.0 24.0

Table 2: Ablation study on the MIMIC-ABN dataset.
baseline is the vanilla contrastive loss (α = 1) intro-
duced in (Chen et al., 2020a); excluding excludes neg-
ative samples in the same cluster (α = 0); adversarial
is proposed in (Lee et al., 2020) where they construct
extra negative samples via adversarial attack. Results
are averaged over three runs.

4.2 Performance comparison

We compare our approach to other methods on
two datasets. As shown in Table 1, first, our
method (MDT+WCL) outperforms previous re-
trieval (CVSE) and generation based models (MDT)
on most text generation metrics. Second, our con-
trastive loss significantly improves clinical efficacy
metrics, demonstrating its capability to accurately
report abnormal findings. Finally, the relative dif-
ference between MDT and MDT+WCL is higher
on MIMIC-CXR, which contains a larger training
set for learning robust representations.

4.3 Analysis

Different Contrastive Losses We compare our
contrastive formulation with other variants in Ta-
ble 2. Our approach achieves the best performance
over all baselines on different metrics. Both adver-
sarial and excluding have similar performance com-
pared to the vanilla contrastive framework (Chen
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Figure 2: The length distributions of the generated re-
ports on the MIMIC-CXR test set.

et al., 2020a), not showing improvements for medi-
cal report generation. On the other hand, we iden-
tify the reports in the same cluster as “hard” neg-
ative samples and assign more weights on them
during training, guiding the model to better distin-
guish reference reports from inaccurate ones.

Length Distributions To further evaluate the
generation quality of our method in addition to
NLG and CE metrics, we compare the length of
generated reports to the ground truth. To do this,
we categorize all reports generated on the MIMIC-
CXR test set into 20 groups (within the range of [0,
100] with an interval of 5). As shown in Figure 2,
the baseline model MDT has a sharper distribution,
while adding our weakly supervised contrastive
loss leads to a length distribution which is smoother
and closer to the ground truth, demonstrating its
effectiveness to generate more diverse and accurate
reports, and generalize on unseen images.
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GT: streaky left basilar opacity likely reflects atelectasis. minimal left basilar atelectasis. history. with history of
myocardial infarction presenting with epigastric pain.
WCL: linear left basilar opacity is likely atelectasis versus scarring. m with chest pain.

GT: the lungs are hyperexpanded but clear consolidation effusion or pneumothorax. increased lucency at the left
lung apex and linear markings on the lateral raises the possibility apical bullous disease. hyperexpansion without
acute cardiopulmonary process.
WCL: the lungs are hyperinflated but clear of consolidation or effusion. hyperinflation without acute cardiopul-
monary process.

GT: there is bibasilar atelectasis. a linq cardiac monitoring device projects over the subcutaneous tissue of the left
lower chest. f with shortness of breath. evaluate for pneumonia.
WCL: the lungs are hyperinflated with flattening of the diaphragms suggesting chronic obstructive pulmonary
disease. there is mild bibasilar atelectasis.

Table 3: Generated samples from MIMIC-ABN dataset.

GT: there is moderate amount of right-sided subcutaneous emphysema which is similar in appearance compared to
prior. right-sided chest tube is again visualized. there is no increase in the pneumothorax. bilateral parenchymal
opacities are again visualized and not significantly changed. the tracheostomy tube is in standard location. right
subclavian line tip is in the mid svc.
WCL: tracheostomy tube tip is in unchanged position. right-sided port-a-cath tip terminates in the low svc. left-sided
port-a-cath tip terminates in the proximal right atrium unchanged. heart size is normal. mediastinal and hilar
contours are similar. innumerable bilateral pulmonary nodules are re- demonstrated better assessed on the previous
ct. small right pleural effusion appears slightly increased compared to the prior exam. small left pleural effusion is
similar. no new focal consolidation or pneumothorax is present. there are no acute osseous abnormalities.

GT: the lungs are mildly hyperinflated as evidenced by flattening of the diaphragms on the lateral view. diffuse
interstitial markings compatible with known chronic interstitial lung disease are unchanged. there is no pleural
effusion or evidence of pulmonary edema. there is no focal airspace consolidation worrisome for pneumonia. mild
to moderate cardiomegaly is unchanged. the mediastinal and hilar contours are unremarkable. a coronary artery
stent is noted. there is. levoscoliosis of the thoracic spine .
WCL: lung volumes are low. heart size is mildly enlarged. the aorta is tortuous and diffusely calcified. crowding
of bronchovascular structures is present without overt pulmonary edema. patchy opacities in the lung bases likely
reflect areas of atelectasis. no focal consolidation pleural effusion or pneumothorax is present. there are no acute
osseous abnormalities.

Table 4: Generated samples from MIMIC-CXR dataset.

Case Study We present examples of generated
reports and their corresponding ground truth from
MIMIC-ABN and MIMIC-CXR. As shown in Ta-
ble 3 and Table 4, our method (WCL) is able to gen-
erate similar contents which are aligned with the
ground truth (GT) written by radiologists. For ex-
ample, abnormal findings in specific positions (e.g.,
“low lung volumes” and “enlarged heart size”) are
reported, and potential diseases are also noted (e.g.,
“atelectasis”).

5 Conclusion

In this paper, we present a weakly supervised con-
trastive learning framework for generating chest
X-ray reports. Our contrastive loss could lead to
better results on both clinical correctness and text
generation metrics than previous methods. We also
show that exposing the model to semantically-close
negative samples improves generation performance.
In the future, we will extend our method to other
medical image datasets other than chest X-rays.
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