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Abstract

While distributional semantic models (DSMs)
can successfully capture the similarity struc-
ture within a semantic domain, less is known
about their ability to represent abstract seman-
tic properties that hold across domains. Such
properties can form the basis for abstract se-
mantic classes that are a crucial aspect of hu-
man semantic knowledge. For example, the
abstract class of extreme adjectives (such as
brilliant and freezing) spans a wide range of
domains (here, INTELLIGENCE and TEMPER-
ATURE). Using a model that compares query
items to an aggregate DSM representation of a
set of extreme adjectives, we show that novel
adjectives can be classified accurately, support-
ing the insight that a cross-domain property
like extremeness can be captured in a word’s
DSM representation. We then use the extreme-
ness classifier to model the emergence of inten-
sifier meaning in adverbs, demonstrating, in
a separate task, the effectiveness of detecting
this abstract semantic property.

1 Distributional Models and Abstract
Semantic Classes

Distributional semantic models (DSMs) are widely
used as representations of word-level semantics.
However, open questions remain as to precisely
which aspects of human semantic knowledge
DSMs effectively capture (e.g., Baroni et al., 2014;
Hollis and Westbury, 2016; Schnabel et al., 2015;
Utsumi, 2020). For example, popular DSMs such
as word2vec and GloVe have been shown to predict
human ratings of semantic features of objects (Ru-
binstein et al., 2015; Grand et al., 2018). However,
performance is variable across features and object
categories (Grand et al., 2018), and in particular, is
better for taxonomic properties (‘is an animal’, ‘is a
weapon’) than for general attributive properties (‘is
yellow’, ‘is dangerous’) (Rubinstein et al., 2015).

While people may or may not have semantic
categories such as “all yellow things”, abstract
semantic classes are an important part of human
linguistic knowledge that should be captured in
a computational system. Note that by abstract
we mean the schematic properties of word mean-
ing, rather than the content-related classes;! such
properties abstract over commonalities of meaning
that may cross traditional semantic domains. Con-
sider, e.g., a semantic verb class such as change-
of-state (Levin, 1993; Kipper et al., 2008), with
members such as melt (the TEMPERATURE do-
main) and quicken (SPEED), or relational adjec-
tives (Boleda et al., 2012), including, e.g., Chinese
(NATIONALITY) or pulmonary (BODY-PART).

Much work shows the ability of DSMs to match
human knowledge of semantic properties within
a domain (e.g., Baroni et al., 2014; Pereira et al.,
2016; An et al., 2018; Grand et al., 2018), but there
is little work, to our knowledge, on whether the sim-
ilarity structure of a DSM is sensitive to commonal-
ities of abstract properties that hold across a variety
of semantic domains.” Research on vector-based
representations of analogy suggests that DSMs
may be limited in their ability to represent cross-
domain word relations: Rogers et al. (2017) show
that cross-domain analogical relations like hyper-
nymy (e.g., turtle:reptile::salmon:fish) are signif-
icantly harder to solve than within-domain ones
(e.g., Paris:France::Ottawa:Canada). Lu et al.
(2019) make significant progress towards repre-
senting such relations, showing that a DSM can
form the basis for detecting the cross-domain word

The same distinction between schematic and content is
applied in Paradis (2001); Cruse and Togia (1996). It is also
worth noting explicitly that our use of the term ‘abstract’ in
this sense is not to be interpreted as ‘not concrete’.

’DSMs may, e.g., encode concreteness and va-
lence/arousal/dominance (e.g., Hollis and Westbury, 2016;
Hollis et al., 2017), but the former can be viewed as a taxo-
nomic property, and the latter as within the EMOTION domain.
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relations, such as antonymy (love—hate in the EMO-
TION domain, rich—poor in FINANCE); however,
to achieve this, their method requires additional
learning of a relation-specific warping of the dis-
tributional semantic space. Our goal here is to see
whether the similarity structure of the (original)
DSM itself directly captures such cross-domain
knowledge.

We focus as a test case on the abstract class of ex-
treme adjectives: scalar adjectives that express an
extreme value of their scale, such as brilliant and
freezing. Previous computational work on scalar
adjectives has focused on assessing their relative
ranking within a domain (e.g., learning that smart
< brilliant on the INTELLIGENCE scale) (e.g., Rup-
penhofer et al., 2014; Cocos et al., 2018). However,
as work in linguistics shows (Cruse, 1986; Paradis,
2001; Morzycki, 2012), extreme adjectives do not
simply behave as if they are further along their
scale, but rather (as a class) have distinguishing
semantic properties. Our goal is to see whether
DSMs can capture this cross-domain property of
“extremeness”. In our first experiment, we demon-
strate that we can successfully identify extreme
adjectives, across a wide range of domains, on the
basis of the information contained in their DSM
representations alone.

Our next goal was to show that this ability to de-
tect the abstract property of extremeness would be
useful in further tasks. We begin with the novel hy-
pothesis that an adjective’s extremeness is a strong
predictor of its future use in an intensifier adverb —
i.e., in phrases like staggeringly easy and monumen-
tally wrong. Our second experiment then shows
that our classification of extreme adjectives can
improve over an existing computational approach
(Luo et al., 2019) in a historical prediction task of
emerging intensifier meanings.

2 Our Case Study: Extreme Adjectives

Extreme adjectives are a subclass of scalar adjec-
tives that includes words such as awesome, bril-
liant, and freezing. Like all scalar adjectives, their
semantics includes the specification of a scale, such
as (for these) DESIRABILITY, INTELLIGENCE, and
TEMPERATURE, respectively, along with some po-
sition or range on that scale. The distinguishing
aspect of extreme adjectives is that they represent
an extreme value at one end or the other of the scale
(e.g., Cruse, 1986; Morzycki, 2012; Paradis, 2001),
a value that is so high/low as to possibly even be

Intensi- Endpoint-  Extreme
fication oriented degree
Category (example) (very X) (almost X) (absolutely X)

Non-gradable (civic) ? ? ?
Open-scale (big) v ? ?
Closed-scale (full) v v v
Extreme (huge) ? ? v

Table 1: Examples showing differences in types of
modifiers usable across categories of adjectives.

considered “off the scale” (Morzycki, 2012). This
makes extreme adjectives a good case study for
us: their abstract property of “extremeness’ holds
across a wide variety of semantic scales, and thus
crosses individual semantic domains, such as IN-
TELLIGENCE or TEMPERATURE.>

Our goal is to assess whether a DSM can directly
capture the similarity among members of this kind
of abstract class. We address this question in two
ways: with a direct evaluation, testing whether we
can classify adjectives as extreme or not, and with
an indirect evaluation, which uses our extremeness
classifier in a separate task, to show its value in
NLP applications.

Our first experiment uses similarity within a
DSM as the basis for classification of extreme ad-
jectives. Linguists have long noted that distribu-
tional tests can distinguish extreme adjectives from
other classes (e.g. Cruse, 1986), as in the following
examples (elaborated in Table 1).*

1. Martha is ?very/?almost/absolutely ecstatic.
[Extreme]

2. Martha is very/?almost/?absolutely grateful.
[Not Extreme]

Here, we propose an approach that replaces similar-
ity along manual distributional tests with similarity
within a general DSM. Note that such an approach
is not a priori guaranteed to succeed. First, the
manually-identified probes are specifically chosen
to highlight the distinguishing properties; looking
at representations derived from all of a word’s con-
texts may mean that the useful signal about what
makes an adjective extreme is drowned in “noise”

3The difference between a semantic domain and a semantic
scale is not crucial here; the important point is that “extreme-
ness” is a property that crosses what are typically thought of
as more narrowly-defined semantic areas.

“Note that the versions with “?” in (1), (2), and Table 1
are less felicitous and require additional facilitating context,
rather than being outright ungrammatical; this is not unusual
for distributional tests of semantic classes.
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(with respect to the property of extremeness). Sec-
ond, we’re looking for an abstract property that
crosses semantic domains — i.e., we’re not asking if
EMOTION adjectives are more similar to each other
than to INTELLIGENCE adjectives; we’re asking
whether extremes in both domains (ecstatic and
brilliant) are more similar to each other than to
non-extreme adjectives.

In our second experiment, we perform a down-
stream task that uses our classification of an adjec-
tive as extreme or not. Here we study the historical
emergence of intensifier meanings of adverbs (e.g.,
monumentally coming to mean ‘very’, as in monu-
mentally wrong), for which in-domain similarities
in DSMs have previously been found to model the
phenomenon with some accuracy (Luo et al., 2019).
Using our cross-domain model of extremeness, we
operationalize our novel linguistic insight that ad-
jectival extremeness (monumental) is inextricably
linked to the emergence of intensifier senses (mon-
umentally wrong).

To preview our results, we find that our method
of using a DSM to classify adjectives as extreme
or not substantially improves over a statistical
method drawing on linguistically-devised distri-
butional tests. That is, we see that the general
similarity space of a DSM can be used as an ef-
fective replacement for similarity with respect to
manually-identified probes in the detection of an ab-
stract semantic class. Moreover, in our experiments
on intensifier emergence, we find that our identi-
fication of the cross-domain property of extreme-
ness also shows improvement over a more standard
application of DSMs that assesses in-domain sim-
ilarities. This pair of experiments thus provides
evidence that a DSM can successfully capture an
abstract class defined by cross-domain similarity.>

3 Classifying Extreme Adjectives

Here we propose an approach for identifying ex-
treme adjectives using a DSM. Other work in
computational linguistics has considered automatic
means for placing scalar adjectives in the appropri-
ate relative position along their scale (e.g. Shein-
man et al.,, 2013), including approaches using
DSMs to do so (e.g. Kim and de Marneffe, 2013;
Sharma et al., 2017). Such methods do not dis-

tinguish extreme adjectives as a special set across
Al code and data are available at

https://github.com/smfsamir/

detect—-adjectival-extremeness.
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Figure 1: Nearest neighbours of repulsive (extreme)
and unattractive (non-extreme), visualized with t-SNE
(Maaten and Hinton, 2008) on word2vec embeddings
(Mikolov et al., 2013).

semantic domains, but rather assess them as ex-
pressing a higher/lower level compared to other
adjectives within the domain — e.g., brilliant is a
higher degree of INTELLIGENCE than smart. Our
approach instead focuses on extremeness as a cate-
gorical property of adjectives that is independent
of any particular scale (following Cruse, 1986; Par-
adis, 2001; Morzycki, 2012, among others).

As set out earlier, our hypothesis is that the
similarity space of a DSM can capture the (cross-
domain) similarity of the members of an abstract
semantic class. Fig. 1 illustrates this intuition: the
nearest neighbors of the extreme adjective repulsive
are other extreme adjectives (detestable, revolting);
conversely, the non-extreme counterpart unattrac-
tive has other non-extreme nearest neighbours (un-
desirable, uninteresting). Importantly, the two sets
of nearest neighbours show a clear separability of
the extreme adjectives and non-extreme adjectives,
suggesting that the contextual distribution of an
adjective, as represented in its word embedding,
contains useful information for classifying whether
it is extreme.

Reflecting this intuition, we propose to iden-
tify extremeness of adjectives using a prototype
approach, in which we classify each adjective by
comparing its vector to the average vector (a “proto-
type”) of a set of extreme adjectives within a DSM.
While such an approach has been used previously
to characterize words within a semantic domain
(e.g., EMOTION in the case of Xu et al. (2020), and
each of a variety of domains in An et al. (2018)),
here we test whether such a prototype vector can
abstract over the individual semantic domains to
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capture the cross-domain property of extremeness.
Classification will be successful to the extent that
vectors of adjectives that share the abstract property
of extremeness are sufficiently similar to serve as
an informative prototype.

3.1 Dataset

We collect a dataset of extreme and non-extreme
adjectives in English for training and evaluating a
supervised classifier. We started with a set of 54
adjectives identified as extreme (Morzycki, 2012;
Paradis, 2001; Huttenlocher et al., 1971; Cruse,
1986; Lassiter, 2017). We then added extreme
adjectives from human-annotated datasets of ad-
jectival intensity (Cocos et al., 2018; Wilkinson
and Tim, 2016; de Melo and Bansal, 2013; Rup-
penhofer et al., 2014). For each adjective, these
datasets specify its scale and its human-rated range
of intensity values. For each of the scales of the
54 previously-identified extreme adjectives, we
gathered all further adjectives tied with or ranked
above extreme adjectives in their intensity value
(N = 17). After filtering out 3 adjectives with
frequency less than 0.5 per million, we obtained
a total of N = 68 extreme adjectives that cover
a diverse set of adjectival scales, such as DESIR-
ABILITY (sensational), INTELLIGENCE (moronic),
and SIZE (gigantic). We then match each extreme
adjective in our dataset with a non-extreme ad-
jective matched for frequency in COCA (Corpus
of Contemporary American English; 1B words;
Davies, 2009). (Since word embeddings have
been shown to encode frequency (e.g., Mu and
Viswanath, 2018), it is important to control for this.)
To avoid including extreme adjectives, we exclude
any words that appear as the most intense adjective
in the above datasets. Our non-extreme set includes
68 adjectives, both scalar and non-scalar; see data
in the GitHub repository.

3.2 Methods to predict extremeness

Our goal is to see whether DSMs can support the
classification of an abstract class that has been
previously identified through manually-selected
distributional tests. Thus we compare two ap-
proaches to identifying extreme adjectives: one
implements a corpus-based measure to capture
manually-identified distributional tests developed
by semanticists (cf. Table 1), while the other uses
a DSM to capture the cross-domain similarity of
extreme adjectives. For both, we propose a method
for deriving the probability p(c|a) of the class

Extremeness classification precision-recall curves

Precision
\
\

= DSM Centroid (AUC = 0.97)
—— Dist. test (E + 0) (AUC = 0.71)
=+ Random (AUC = 0.50)

0.0 0.2 0.4 0.6 0.8 1.0
Recall

Figure 2: Results for classifying extreme adjectives.

¢ € {Extreme, Non-extreme} for an adjective a.

3.2.1 The DISTRIBUTIONAL TEST method

Here we define a method based on the “probe”
words specified in distributional tests of extreme-
ness. Specifically, our approach looks at patterns of
extreme adjectives that are readily assessed in a cor-
pus: (1) frequent modification by extreme degree
modifiers (Cruse, 1986); and (2) resistance to mod-
ification by endpoint-oriented modifiers and very
(Morzycki, 2012).° The extreme degree modifiers
we consider are E = {absolutely, totally, simply,
positively, downright, outright }, while the other
modifiers are O = { almost, slightly, very }. For-
mally, we measure the association with each of
these sets of probes using normalized pointwise
mutual information (NPMI).” For example, we as-
sess the NPMI g between an adjective a and (all)
extreme degree modifiers e that immediately pre-
cede it in a sentence, as:

o ple,a) . 1
NPMIE(& a) =1 &) (p(e)p(@)) logp(e7a)

where e stands for any extreme degree modi-
fier in E (i.e., we derive the probabilities above
from pooled counts in COCA over a co-occurring
with any e € FE). We compute the associa-
tion NPMIp with all o € O analogously. Us-
ing NPMIg and NPMlIy as features, we train a
logistic regression classifier with L2 regulariza-
tion to obtain an estimation of p(c|a), where ¢ €
{Extreme, Non-extreme }. Combined with a proba-
bility threshold, the estimation of p(c|a) allows us
to predict whether an adjective is extreme.

8Qther tests (such as prosodic cues or hyperbole, Morzycki,
2012), are difficult to identify in a written corpus.

"Normalizing mitigates the frequency bias known to im-
pact PMI (Bouma, 2009; Jurafsky and Martin, 2014).
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Classifier Prec. Recall F,
DISTRIB. TEST 0.76 0.66 0.71
DSM CENTROID 0.90 091 090

Table 2: Classification using a 0.5 threshold.

3.2.2 The DSM CENTROID method

To use a DSM to classify an adjective as extreme,
we need to abstract away from the information
about the particular scale or semantic domain that
is captured in a word vector. That is: we want
the model to recognize that exquisite is more like
huge, destitute, and repulsive than like big, poor,
and unattractive. As noted above, we draw on pro-
totype approaches by classifying a novel adjective
on the basis of how similar it is to the aggregate
representation of a set of extreme adjectives. Anal-
ogously to the approach above, we use this sim-
ilarity as a single feature in a logistic regression
classifier to obtain an estimate of the probability of
extremeness p(c|a). For our experiments, we use
the 300-dimensional pretrained word2vec embed-
dings of Mikolov et al. (2013).

3.3 Results

Because of the small size of our dataset (/N = 136),
we use a leave-one-out cross-validation procedure
to evaluate the two methods. We evaluate perfor-
mance in two ways: using precision-recall curves
(shown in Fig. 2) and as Precision, Recall, and F}
scores for the Extreme class using a classification
threshold of 0.5 (shown in Table 2).

Both DSM CENTROID (AUC = .97) and DI1s-
TRIBUTIONAL TEST (AUC = .78) perform better
than chance (AUC = .50). The DSM CENTROID
method furthermore substantially outperforms the
DISTRIBUTIONAL TEST method (AUC = .97
vs. AUC = .78; F} = .90 vs. I} = .71). This
result provides strong evidence for our hypothesis
that the similarity structure of a DSM can effec-
tively capture an abstract, cross-domain property
such as extremeness; in fact, at least in this case,
it can do so better than a statistical corpus-based
model based on manually-identified linguistic tests.

One concern with the leave-one-out approach
is that there may be items in the training set (e.g.,
massive) that share semantic properties other than
extremeness with the held-out item (e.g., huge —
in this case, both are SIZE adjectives). To control
for this confound, we conduct a variant of a k-fold

Classifier Errors

DSM destitute, freezing, terrified; run-

CENTROID away, memorable

DISTRIB. gigantic, colossal, mammoth, gar-

TEST gantuan, immense; identical, in-
convenient, conventional, opposite

Both major, obese, microscopic; creepy

Table 3: Sample of errors made by each method, and
both. False negatives; false positives.

cross-validation procedure, in which the folds con-
sist of clusters of semantically similar adjectives,
with the aim that the training data does not include
adjectives from the same domain as the test items.
Even in this controlled analysis, we find that the
DSM CENTROID method robustly outperforms the
DISTRIBUTIONAL TEST method. See Appendix A
for details.

3.4 Discussion

Given that the DSM CENTROID method uses infor-
mation from all of a word’s contexts (as captured
by the DSM), in contrast to the DISTRIBUTIONAL
TEST approach that uses hand-picked tests to reveal
behavior relevant to extremeness, it is worth ex-
ploring why the former method performs so much
better. Here we study the errors made by the two
methods when using a 0.5 probability threshold for
the classifiers. We focus on the sets of errors that
are exclusive to each model, as shown in Table 3;
a complete list of errors is available in the data
provided in the GitHub repository.

One possibility is that distributional tests will fail
to identify extreme adjectives when they only infre-
quently co-occur with the distributional probes; the
fact that an extreme adjective can be modified by,
e.g., absolutely does not entail that these will actu-
ally co-occur in the corpus. The false negatives for
the DISTRIBUTIONAL TEST method reflect this: it
misses out on extreme adjectives that do not fre-
quently co-occur with extreme degree modifiers.
We see, for instance, that many extreme adjectives
in the domain of SIZE are misclassified due to a low
NPMIg score — a significant error since extreme ad-
jectives of SIZE are often presented as typical mem-
bers of the class (Cruse, 1986; Morzycki, 2012).
The DISTRIBUTIONAL TEST method also produces
a considerable number of false positives. This re-
flects another shortcoming of distributional tests,
as it has been noted that extreme degree modifiers
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can be used with adjectives that are not extreme (cf.
absolutely inconvenient, totally identical; Paradis,
2001; Morzycki, 2012).

The cases where DSM CENTROID fails — false
negatives and false positives — are mostly of a differ-
ent nature. Among its errors are many words that
have both extreme and non-extreme senses (freez-
ing, destitute, microscopic, obese, runaway, and
major). For example, destitute can mean ‘devoid
of’, and freezing can refer to the actual transitioning
from liquid to solid, resulting in a non-extreme clas-
sification. Conversely, runaway is misidentified as
extreme due to extreme uses such as runaway suc-
cess. Such polysemies highlight an issue for any
method that draws on data from a corpus that is
not sense-annotated — recognizing an adjective as
extreme depends on the word being predominantly
used in the expected sense.

Despite this challenge, our results align with the
analysis of extreme adjectives as a distinct adjec-
tival class (Cruse, 1986; Paradis, 2001; Morzycki,
2012). Members of this category can be automat-
ically identified using similarity to an aggregate
vector of (known) extreme adjectives, even when
those exemplars cross a wide range of semantic do-
mains. Importantly, while Morzycki (2012) argued
that extreme adjectives are always felicitous with
extreme degree modifiers such as absolutely, this
does not entail that the association will necessarily
manifest, even in a large corpus. Instead, we lever-
age the broad distributional tendencies captured
by DSMs to determine semantic class membership
probabilistically.

Our good performance in this task required only
a single centroid representation of our semantic
class of interest — importantly, it did not require an
opposing negative centroid (as in, e.g., An et al.,
2018) nor a relation-specific warping of semantic
space as in Lu et al. (2019). In future work, we
hope to use recent developments in applying influ-
ence functions for NLP (e.g., Brunet et al., 2019) to
discover the contexts that enable DSMs to represent
such abstract properties effectively.

4 Predicting novel intensifiers

Having shown that extremeness can be classified
on the basis of similarity within a DSM, we now
show that this method is sufficiently informative to
guide a separate task — that of modeling the emer-
gence of novel intensifiers. Intensifiers are adverbs
such as staggeringly in staggeringly easy, or mon-

umentally in monumentally wrong, that give force
to the modified adjective without conveying their
manner meaning — i.e., saying some task is stag-
geringly easy means that it is extremely easy, not
that it is easy in a staggering way. Manner adverbs
can gain such an intensifying sense through a con-
tinual, and frequent, process of semantic change
(Bolinger, 1972; Bennett and Goodman, 2018; Luo
et al., 2019). However, it is an open question why
certain manner adverbs are more likely to do so
than others.

Our hypothesis is that it is the abstract property
of extremeness that facilitates this meaning shift
— intuitively, staggeringly easy and monumentally
wrong can readily be paraphrased as off-the-scale
easy and off-the-scale wrong because the underly-
ing adjectives (staggering and monumental) denote
extreme values. Thus, an ability to detect extreme-
ness should support an approach to prediction of
emergence of intensifier senses: i.e., the adverbs
derived from extreme adjectives should be those
that are likely to become intensifiers.

We contrast our hypothesis with that of Luo et al.
(2019), who propose that intensifier usage can arise
with any adverb through a more general process of
semantic bleaching (Traugott and Dasher, 2001).
Specifically, Luo et al. (2019) argue that when ad-
verbs modify semantically similar adjectives (con-
spicuously evident), the redundancy of the modify-
ing adverb leads to its interpretation as intensifying
the content of the adjective, and the actual man-
ner component of the adverb is bleached over time.
Luo et al. (2019) capture this insight with a measure
(described below) of the within-domain similarity
of adverbs to the adjectives that they are found to
modify frequently.®

We follow Luo et al. (2019) in adopting a se-
mantic bleaching account, but instead propose that
it is the abstract property of extremeness that is
the focus of the bleaching process: On our ac-
count, intensification arises when the particular
scale (EMOTION or INTELLIGENCE) of an extreme
adverb (an adverb derived from an extreme adjec-
tive) is backgrounded, and eventually lost, while
the abstract property of extremeness remains the
key part of the meaning.

Our approach is compatible with that of Luo
et al. (2019), but moreover explains why certain
adverbs are more likely to modify similar adjec-

8By “within-domain” we mean a standard topical/domain-

level similarity of meaning, such as conspicuously and evident
conveying ‘ease of observation’.
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Semantic category Entries

The world > Relative colossally,

properties > Quantity > monumentally,
Greatness of quantity/ hugeously, thumpingly,
amount/ degree > hugely pyramidically

In respect of quantity > markedly, exceptionally,
Greatly/very much > noticeably,
extremely/exceedingly > pronouncedly,
remarkably/ extraordinarily = prominently

Consciously, knowingly >
In accordance with truth,
truly > in fact, actually

literally, absolutely,
objectively, essentially,
factually

Table 4: HTE categories with a sample of entries.
Bolded words are attested after 1800.

tives in the first place: Adverbs that are derived
from an extreme adjective are likely to modify sim-
ilar adjectives precisely because they are not re-
dundant — they contribute the salient meaning of
‘extremeness’ over and above the expression of the
scale already expressed in the modified adjective.
Thus we suggest that it is primarily the abstract,
cross-domain property of scalar extremeness that
drives the emergence of intensifying meanings of
adverbs, rather than their patterns of co-occurrence
with adjectives that are semantically similar. In
this section, we support our claim with a mod-
elling experiment that contrasts the within-domain
similarity measure of Luo et al. (2019), with our
cross-domain similarity measure for identifying
extremeness.

4.1 Methods and materials

To compare these hypotheses, we perform a his-
torical prediction task: predicting the emergence
of an intensifier sense of an adverb based on data
in the decades prior to the sense’s attestation date.
Note that this differs from Luo et al. (2019), who
performed statistical analyses over time, including
both before and after emergence of the intensify-
ing senses. Consequently, we cannot adopt the
full dataset of Luo et al. (2019) since it includes
adverbs whose intensifier sense emerged prior to
1800 — where historical corpus data is scarce.

Intensifiers. We start with a set of 69 intensifiers
R that have their first date of attestation of an in-
tensifier sense after 1800 according to the Histori-
cal Thesaurus of English (HTE; Kay et al., 2017).
(These include 45 from Luo et al. (2019) that meet
this criterion.) These adverbs come from a wide
variety of semantic categories, as illustrated in Ta-
ble 4. We restrict the attestation date to post-1800
so that we can draw on a large historical corpus

with sufficient data and robust word embeddings.
Prediction timeframe. Because we aim to pre-
dict the emergence of novel intensifiers, rather than
classify existing ones, the model should not use
data that contains the target adverb in its inten-
sifier meaning. In order to use the same time
span for all adverbs and include a reasonable quan-
tity of data, we take data for each adverb from
the 3 decades prior to its use as an intensifier.
That is, for each adverb r attested within decade
da(r), we use corpus data from the 3 decades
T, ={da(r) —3,da(r) — 2,da(r) — 1}.
Matched control adverbs. Luo et al. (2019) pre-
sented a set of 178 control adverbs C' that did not
develop an intensifying meaning. We match each
r € R with the ¢ € C that has the most similar
frequency to 7 in the time period 7., and use data
for ¢ from the same timeframe 7.

Historical corpus data. With smaller corpora be-
ing too sparse, we use historical data (years 1800—
1999) from the Google N-grams corpus (English,
version 2, Michel et al., 2011), drawing on the
diachronic skip-gram word embeddings of Hamil-
ton et al. (2016), and syntactic annotations from
Goldberg and Orwant (2013). Note that the embed-
dings are formed per-decade, to allow for sufficient
training data. In our primary analyses, we use the
embeddings of the adjectival bases of the adverbs,
due to sparsity of the adverb embeddings them-
selves. Due to missing embeddings for some of the
items, we had to remove 28 items, leaving us with
52 intensifiers and 58 control adverbs.

4.2 Features predicting intensifier emergence

Here we describe the two features we are investi-
gating as predictive of the development of adverbs
into intensifiers, our EXTREMENESS feature and
the SIMADIMOD feature of Luo et al. (2019).

EXTREMENESS. To test our hypothesis that ex-
treme adverbs are likely to gain an intensifying
sense, we adapt the DSM CENTROID measure
from Section 3. For each adverb ¢ to be clas-
sified, we first find its adjectival basis a4 (e.g.,
insane for insanely), and then obtain the embed-
ding aq as the average of the diachronic embed-
dings aq(t) for each decade t € T,. We then
obtain the likelihood that a, is in class ¢ — where
¢ € {Extreme, Non-extreme} — based on its prox-
imity to the extremeness centroid. We obtain the ex-
tremeness centroid using the extreme adjectives in
Section 3, averaging their diachronic embeddings
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Precision-recall curves for predicting emergence of intensifiers
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Figure 3: Results for historical prediction task.

over the time period 7. While this is a dataset of
currently extreme adjectives, we believe it can be
reliably used for the time period covered, as ex-
tremeness seems to be a relatively stable property.

SIMADJMOD. Luo et al. (2019) formalize their
hypothesis with a measure, SIMADIMOD, of the
similarity between an adverb and the adjectives it
modifies. For a query adverb g, the measure is com-
puted as the average semantic similarity between
q (e.g., conspicuously) and the set of all adjectives
modified by ¢ (e.g., evident). We adapt this mea-
sure with an approach analogous to the EXTREME-
NESS measure: we find the word embeddings of
the adjective a, that is the basis of ¢ and of all ad-
jectives modified by ¢ within 7},. Then, SIMADJ-
MoD(q) is computed as the odds-weighted average
of the cosine similarity of aq with each modified
adjective’s embedding (see Luo et al. (2019) for
details on the weighting function).

It is worth noting that using adjective embed-
dings contrasts with Luo et al. (2019), who use
the adverb embeddings themselves. We adopted
our approach due to the absence of many adverbs
in the diachronic embeddings. In their statistical
analyses (in contrast to our prediction task), Luo
et al. (2019) can use embeddings from a 150-year
time span, reducing the sparsity of adverb embed-
dings. We perform an additional experiment in
which we follow their set-up more closely, reported
in Appendix B. As in our main results below, the
EXTREMENESS feature comes out as a strong ex-
planatory factor, although its improvement over the
SIMADJIMOD feature is much greater in the core
historical prediction task. We discuss the implica-
tions in Appendix B.

4.3 Results and Discussion

We fit a separate logistic regression classifier for
each feature, EXTREMENESS and SIMADIMOD,
and use leave-one-out cross-validation. We re-
port precision-recall curves using the p(c|q) es-
timates from the regression models (where ¢ €
{Intensifier, Control }), and perform error analysis
using a 0.5 threshold on p(c|q). The results are pre-
sented in Figure 3. We observe that both measures
perform well above chance, with the EXTREME-
NESS feature (AUC = (.86) outperforming the
SIMADIMOD feature (AUC = 0.61).° To under-
stand the difference in performance between the
two features, we turn to an analysis of the errors.

One situation that should distinguish the use of
EXTREMENESS from SIMADJMOD is in predict-
ing the emergence of intensifier meanings for ad-
verbs that are infrequent: an uncommon extreme
adverb will still be extreme, but its low frequency
will prevent it from frequent co-occurrence with
similar adjectives. We find evidence for this in
the errors: EXTREMENESS, but not SIMADIMOD,
correctly predicts the emergence of an intensifier
meaning for the infrequent adverbs monumentally,
colossally, frighteningly, staggeringly, and thun-
deringly. This supports our hypothesis that it is not
the frequent co-occurrence (with similar adjectives)
that primarily drives intensifier emergence, but the
semantic property of extremeness.

However, while many novel intensifiers are
based on adverbs derived from extreme adjectives,
not all of them are; adverbs that have an epistemic
function (e.g., actually, really, honestly) also form
a frequent source of intensifiers (Bolinger, 1972;
Traugott and Dasher, 2001). We indeed observe
that the EXTREMENESS feature fails to predict
the emergence of intensifiers such as honestly and
prominently, cases of adverbs that were not derived
from extreme adjectives, while the SIMADIMOD
feature captures these cases.

Overall, the results of this experiment support
our claim: the cross-domain semantic property
of extremeness is highly effective in predicting
whether an adverb will gain an intensifying func-
tion. While the account of Luo et al. (2019) pro-
vides substantial empirical coverage of the pattern
of historical development, it does not explain why
particular adverbs should modify similar adjectives
in the first place. Our account subsumes theirs

°Including both features in the classifier does not improve
performance over the EXTREMENESS feature alone.
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by showing that if a manner adverb frequently co-
occurs with a similar adjective, the adverb is likely
derived from an extreme adjective (with exceptions,
such as the epistemic adverbs); the adverb is then
easier to re-interpret as an intensifier by maintain-
ing the feature of extremeness while bleaching its
domain-specific semantics.

5 Conclusion

In this paper, we looked at the question of whether
distributional semantic models (DSMs) can cap-
ture abstract semantic properties of word classes.
While it is well known that such models can capture
within-domain similarity (e.g., fall being similar to
high and large, all pertaining to the scalar attribute
of SIZE), here we study whether DSMs also encode
abstract similarities that hold across domains.

Our case study focuses on extremeness (Cruse,
1986; Morzycki, 2012; Paradis, 2001), the adjec-
tival property of expressing values so high or low
that they can be considered “off the scale” (Morzy-
cki, 2012). Extreme adjectives thus share the ab-
stract property of “extremeness” on a scale, inde-
pendently of the particular scale involved. Our ex-
periments demonstrate that the abstract property of
extremeness can be identified using similarity of an
adjective to an extreme “prototype” in a DSM, thus
supporting the claim that the similarity structure of
a DSM can encode such cross-domain classes.

We believe our study contributes to the rap-
prochement of computational methods and linguis-
tic theory (cf. Boleda, 2020): both the traditional
application of distributional tests, as well as the
more open-ended application of DSMs, rely on dis-
tributional patterns. Since those patterns are more
opaque in a DSM, a fruitful next step would be to
reverse-engineer the distributional patterns that are
indicative of abstract semantic class membership
and thereby ‘give back’ an interpretable set of class
membership indicators to semantic theory.
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A Extremeness classification:
supplementary analysis

In this supplementary analysis, we report on an
experiment in which we control for the potential
confound described at the end of Section 3.3; that
is: some training set items frequently share domain-
specific features with the held out test item (e.g.,
massive and colossal are in the training set while
huge is held out). To validate that the DSM CEN-
TROID method is detecting the abstract property of
extremeness, rather than simply tapping into such
domain-specific similarities, we set up the evalua-
tion procedure in a way that minimizes the possi-
bility that domain-specific similarities explain the
results. We do so by aiming to exclude adjectives
from the training set that are in the same domain as
a test adjective.

A.1 Methods and materials

Because we do not have ground-truth do-
main labels for our extreme adjectives (e.g.,
{huge, colossal, mammoth} € SIZE), we require
another method for grouping the adjectives into do-
mains. As an approximation of domain groupings,
we use an unsupervised clustering algorithm on the
extreme adjectives, expecting that items belonging
to the same cluster will belong to the same domain.
With these &k domain-based clusters, we can then
train on £ — 1 of the clusters while testing on the
held-out cluster.

Concretely, we perform a variant of k-fold
cross-validation, called leave-one-cluster-out cross-
validation, following Utsumi (2020), where the
folds are determined through k-means clustering
of our dataset of extreme adjectives. For binary
classification of extreme adjectives, we train the
DSM CENTROID and DISTRIB. TEST methods,
described in Section 3.2, on extreme adjectives in
k — 1 of the clusters as well as their frequency-
paired non-extreme adjectives; see Section 3.1 for
details of this pairing. We then test our binary clas-
sifiers on the extreme adjectives in the k-th cluster
along with their paired non-extreme adjectives. We
repeat this procedure k times so that each cluster is
tested once.

A.2 Results

The leave-one-cluster-out cross-validation proce-
dure is dependent on the number of clusters &k used
for k-means clustering. We perform the procedure
for a wide range of k € [2,...,12] to ensure that

Performance for leave-one-cluster-out classification
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o———0—-—0——"0
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6 8
Number of clusters (k)

Figure 4: Results for extremeness classification us-
ing the leave-one-cluster-out cross-validation proce-
dure. We vary the number of clusters from k£ €
[2,...,12].

the results are robust to the choice of k. Table 5 (be-
low) displays subsets of the clusters obtained with
k-means clustering for k = 5, qualitatively demon-
strating that the clusters are centered on domain-
specific features. The cross-validation results on
the full range of k values are shown in Fig. 4.

We can see that the DSM CENTROID perfor-
mance here (AUC € [0.78, ..., 0.88])is lower than
in Section 3.3 (AUC=0.97), indicating that within-
domain similarity was partly responsible for the
result in that set-up. However, even in this more
controlled set-up, the DSM CENTROID method
robustly outperforms the DISTRIBUTIONAL TEST
method (AUC € [0.67, .. .,0.74], which is similar
to the AUC of 0.71 for this method in Section 3.3).
We take the results in this controlled analysis as
further evidence that the cross-domain property of
extremeness can be detected from DSM vectors.

B Intensifier prediction: supplementary
analysis

In Section 4, we used a historical prediction task
to test two contrasting accounts of how intensifiers
emerge in the lexicon. Specifically, we developed
classifiers, based on diachronic DSMs, to predict
whether an adverb would acquire an intensifying
sense based on historical corpus data prior to the
sense’s attestation date. By restricting to corpus
data prior to attestation dates, we ensured that the
DSM vectors reflected manner adverb usage (mon-
umentally sized) rather than intensifier usage (mon-
umentally wrong). That is, we minimized the risk
that the DSM vectors smuggled in information of
whether an adverb was already an intensifier.

This restriction, however, also results in two data
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Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5
ecstatic brainless  gargantuan penniless mesmerizing
phenomenal amateurish  miniscule  destitute  resplendent
exceptional ~ moronic mammoth miserable immaculate
terrific inane colossal filthy breathtaking

outstanding idiotic monstrous obese brilliant

Table 5: Samples of clusters from k-means clustering on extreme adjectives with k = 5.

sparsity problems. First, there are relatively few
adverbs that gained an intensifying sense after the
1800s — the time period for which we have histor-
ical corpus data — so we were required to use a
smaller sample of intensifiers. Second, many ad-
verbs gained intensifying senses towards the earlier
parts of the 19th century, for which historical cor-
pora are significantly smaller than in later decades.
As described in Section 4, the latter issue required
us to compute the SimAdjMod measure differently
than Luo et al. (2019): We used embeddings of
the adjectival basis (insane) rather than the adverb
itself (insanely), since many adverbs were missing
in the historical embeddings.

In this section, we perform the prediction task
introduced in Section 4 without restricting to cor-
pus data prior to attested dates of intensifier senses.
While lifting this restriction weakens the explana-
tory account of how intensifiers emerge in the lex-
icon (due to the aforementioned methodological
concern), it alleviates the problem of data sparsity
and aligns more closely with the experimental set-
up of Luo et al. (2019), thereby making the results
more directly comparable. This experiment thus
serves as a follow-up test for our hypothesis that
EXTREMENESS is a strongly predictive feature of
whether intensifying meanings emerge for manner
adverbs.

The experiment here is similar to the one re-
ported in Section 4, but there are three significant
differences, all introduced to align better with the
setting of Luo et al. (2019): First, we use the ma-
jority of intensifiers (N = 185 out of 250) and
control adverbs (N = 152 out of 178) published
by Luo et al. (2019) — specifically, we use all of
their adverbs that have available word embeddings,
as opposed to only intensifiers attested within the
1800s to the present. Second, we use a prediction
timeframe of 7' = {1850, 1860, ..., 1990} for all
queries, as opposed to a timeframe of 3 decades pa-
rameterized by an intensifier’s attested date. Third,

we use the adverb embeddings in computing the
SIMADJMOD measure, as opposed to the embed-
dings of the adverbs’ adjectival bases used in Sec-
tion 4.

B.1 Methods and materials

Corpus. The binary classification — as having an
intensifier sense or not — is conducted with corpus
data spanning 15 decades from the 1850s to the
1990s from the Google N-grams and syntactic
N-grams corpora. We used diachronic skip-gram
word embeddings as in Section 4.

Evaluation dataset. Our evaluation dataset con-
sists of the 185 intensifiers and 152 control-adverbs
from the Luo et al. (2019) dataset that were left af-
ter discarding, similarly to their modelling set-up,
65 intensifiers and 26 control-adverbs with missing
word embeddings.

B.2 Features for classification of intensifiers

For each query adverb ¢, we compute the two fea-
tures (EXTREMENESS and SIMADIMOD) as fol-
lows:

EXTREMENESS. We calculate the cosine sim-
ilarity of the adjectival basis embedding aq(t)
to the extremeness centroid E¢ for every decade
t € T = {1850, 1860,...,1990}. As in Section 4,
the extremeness centroid E; is calculated as the
averaged diachronic embeddings of the extreme ad-
jectives introduced in Section 3. This provides us
with a measure of EXTREMENESS for each decade
t € T that we then average to get a single measure
of EXTREMENESS for q.

SIMADJMOD. We calculate the odds-weighted'®
average similarity of the adverb embedding q¢ to
the embeddings of the adjectives ag, where a was
modified by ¢ in decade t. We perform this compu-
tation for every ¢t € T' = {1850, 1860, ..., 1990},
giving us a measure of SIMADIMOD for every

19See Luo et al. (2019) for details of the weighting function.
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Precision-recall curves for classifying intensifiers
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Figure 5: Results for classifying an adverb as an inten-
sifier vs. control.

decade ¢t € T'. We then average these per-decade
SIMADIMOD values to get a single measure of
SIMADJIMOD for q. Rather than using the embed-
ding of the adjectival basis of q for q¢, as we did
in Section 4 for data sparsity reasons, here we used
the diachronic embeddings of the adverb q. In do-
ing so, we mirror the operationalization of Luo et al.
(2019) for this feature exactly.

B.3 Classification results

We fit a separate logistic regression classifier for
each of the two features and use leave-one-out
cross-validation. Fig. 5 shows that EXTREMENESS
achieves better performance (AUC = 0.90) than
SIMADIMOD (AUC = 0.84). The difference be-
tween the two features reported here is, however,
much smaller than in the experiment in Section 4.
Interestingly, while the AUC for EXTREMENESS
is comparable between the two experiments, the
SIMADIMOD feature does much better in the cur-
rent set-up. We speculate that this is due to the latter
feature having access to the adverbial vectors for
decades in which the adverb has already obtained
an intensifying meaning: a more “bleached” vector
is more likely to be similar to many adjectives than
a vector that has a more unique contextual signa-
ture. Further research is required on the influence
of semantic bleaching on semantic space represen-
tations to test this speculation. We leave this topic
for future work.

Despite the smaller difference in performance,
however, we still find salient differences between
the predictions made by the two models: We ob-
serve a similar pattern of errors as in Section 4
when setting a classification threshold at P(c =
Intensifier|q) = 0.5. Specifically, the EXTREME-
NESS feature is able to correctly classify intensifiers

that are relatively infrequent (defiantly, startlingly,
unequivocally), providing further evidence that ex-
tremeness leads to the acquisition of intensifying
meaning. Again, we observe that the account for-
malized in the SIMADIMOD measure correctly pre-
dicts adverbs with an epistemic function (evidently,
prominently, noticeably) to acquire an intensifying
meaning while the EXTREMENESS feature does not.
Overall, we find results in accordance with those
of Section 4: the cross-domain semantic property
of EXTREMENESS is very effective in predicting
whether an adverb will gain an intensifying func-
tion.
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