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Abstract

In intensive care units (ICUs), patient health is
monitored through (1) continuous vital signals
from various medical devices, and (2) clinical
notes consisting of opinions and summaries
from doctors which are recorded in electronic
health records (EHR). It is difficult to jointly
model these two sources of information be-
cause clinical notes, unlike vital signals, are
collected at irregular intervals and their con-
tents are relatively unstructured. In this paper,
we present a model that combines both sources
of information about ICU patients to make ac-
curate in-hospital mortality predictions. We
apply a fine-tuned BERT model to each of the
patient’s clinical notes. The resulting embed-
dings are then combined to obtain the overall
embedding for the entire text part of the data.
This is then combined with the output of an
LSTM model that encodes patients’ vital sig-
nals. Our model improves upon the state of the
art for mortality prediction, attaining an AUC
score of 0.9, compared to the previous 0.87,
setting a new standard for mortality prediction
on the MIMIC III benchmark. '

1 Introduction

One of the major costs in healthcare is critical care
in intensive care units. A crucial aspect of critical
care is mortality prevention. With advancements in
healthcare, a patient’s condition during an ICU visit
is monitored through devices that measure many
different vital signals, such as heart rate, systolic
blood pressure, temperature, etc. Additionally, we
have access to clinical notes written by medical
professionals during the patient’s stay. This data
can be used to predict the condition of patients
during their ICU stay, which can help in managing
the expensive resources in hospitals and providing

'Our implementation is available at https://

github.com/Information-Fusion-Lab-Umass/
ClinicalNotes_TimeSeries

these services to patients who need them most in a
more cost-effective way.

Most prior work has been focused on predicting
patient health using the time-series data gathered
from medical devices (Lipton et al., 2016; Che
et al., 2018; Narayan Shukla and Marlin, 2020; Xu
et al., 2018). More recent work also attempted to
leverage clinical notes for making these predictions
(Zhang et al., 2019; Ghorbani et al., 2020; Lee et al.,
2020; Alsentzer et al., 2019). However, research
on combining time series data with clinical notes
for outcome prediction has been limited due to
the irregularity of the clinical notes compared to
the time series data, and the complexity of jointly
modeling the two sources of information.

In this work, we propose a multimodal neural
network that combines time-series data from medi-
cal devices with textual information from clinical
notes to improve the prediction of in-hospital mor-
tality. This task is defined as predicting whether a
patient will die before getting discharged from hos-
pital based on the first two days of data. Our model
improves on the prior state of the art by using fine-
tuned BERT-based models (Devlin et al., 2019)
to encode clinical notes and integrates the result-
ing representations with time-series embeddings
derived from a long short-term memory (LSTM)
network (Hochreiter and Schmidhuber, 1997). We
also show that fine-tuning clinical BERT models in
isolation from other parts of the model and specif-
ically for in-hospital prediction tasks brings addi-
tional performance improvements. Furthermore,
separately modeling each clinical note and com-
bining the resulting embeddings leads to our final
model which supersedes the state-of-the-art in pre-
dicting “in-hospital mortality” in terms of AUC
score.
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2 Related work

Most of the previous work in mortality prediction
in critical care is focused on utilizing patient vital
signals as time-series data for making predictions.
Harutyunyan et al. (2019) provided a benchmark
and defined 4 tasks based on MIMIC III dataset
(Johnson et al., 2016) for comparing these mod-
els. This paper used a recurrent neural network to
obtain the predictions. Other models also use recur-
rent neural networks in different forms to predict
outcomes in healthcare data (Liu and Chen, 2019;
Suresh et al., 2018; Lipton et al., 2016). Further-
more, others (Che et al., 2018; Shukla and Mar-
lin, 2019; Narayan Shukla and Marlin, 2020; Horn
et al., 2020) used the irregular nature of the data
over time in their models.

For clinical notes, some models used pretrained
embedding models (Zhang et al., 2019; Chen et al.,
2019), while some use various other machine learn-
ing techniques for outcome prediction on data col-
lected from the ICU (Jin et al., 2018; Boag et al.,
2018; Ghorbani et al., 2020).

More recently, BERT-based models have been
adopted for this domain following their incredible
success in Natural Language Processing (NLP). A
number of studies trained and used BERT-based
models for clinical applications (Lee et al., 2020;
Huang et al., 2019; Darabi et al., 2020; Li et al.,
2020; Alsentzer et al., 2019).

All these models only use one source of available
data when predicting medical outcomes. However,
Khadanga et al. (2019) showed the usefulness of
combining time-series and clinical notes for ICU
outcome prediction. They used a convolution neu-
ral network (CNN) on top of pretrained word em-
bedding from (Zhang et al., 2019) for getting a rep-
resentation of clinical notes and a long short-term
memory network (LSTM) for embedding the time
series part of the data. The two representations
were then concatenated to make the predictions.
Concurrently to our work, Yang et al. (2021) also
showed the usefulness of combining time-series
data with information from clinical notes. They
used an LSTM model for the time-series part of the
data and use a convolutional neural network with
label-aware attention layer for the clinical notes.
We will use the same intuition for combining the
representation of clinical notes and the time-series
part of the patients’ data to improve the perfor-
mance of in-hospital mortality prediction. In the
next section we define the notations and our method

architecture.

3 Method

In this section, we first introduce the notation for
our task and then describe our proposed model.
Each patient has several clinical notes collected
during their stay. For a patient p with N clini-
cal notes, we denote C'P) = {cg’),cg), ...,cg?}
for clinical notes collected at times {t1, to, ..., tx }.
We also have time-series data collected during the
patient’s stay as Xf?% = {xgp), xép), x:(gp), e mé?)}
where xl(p ) i the data collected at index i. For sim-
plicity, the patient index p will be dropped for the
rest of the section.

Our model brings three major contributions com-
pared to prior work in this area. First, we use a
fine-tuned BERT-based model for modeling clin-
ical notes as these new attention-based models
trained on language models such as BERT have
been shown to significantly outperform previous
approaches in many NLP applications (Devlin et al.,
2019) including clinical note prediction (Lee et al.,
2020; Alsentzer et al., 2019; Huang et al., 2019).
Second, we feed each clinical note of a patient
separately to the text part of our model, and then
combine the resulting embeddings to get the final
representation of text part of the data. We argue
that since the clinical notes are collected separately,
and usually from different sources, this approach
is preferable to concatenating the text of the clini-
cal notes for each patient and then feeding this to
the model. Finally, we also fine-tune the BERT-
based models in isolation on “in-hospital mortality”
task, which brings additional performance improve-
ments.

The model architecture is shown in Figure 1. It
consists of two parts. The first part obtains the
embedding of clinical notes and combines them to
form a final representation of all the clinical notes,
for which we use the notation Ho. The other part
of the model is responsible for encoding the time-
series part of the data, which will be referred to as
Hx. These representations will then be concate-
nated to form the final representation of the patient
H = Hc & Hx where & is the concatenation op-
eration. Finally, a softmax layer is applied on top
of H to get the final predictions.

3.1 Clinical Notes Representations

Modeling clinical notes require capturing interac-
tions between distant words (Huang et al., 2019)
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Figure 1: The model architecture. First, the Bio+Clinical BERT (BCB) (Alsentzer et al., 2019) model is fine-tuned
for the in-hospital mortality prediction task using all the available notes in the training data. Then the average
embedding of patient notes are combined with the time-series embedding to obtain the final patient representation.
Then a fully connected layer is used to predict patient’s in-hospital mortality.

and BERT-based models are designed to capture
these interactions. Furthermore, Huang et al.
(2019); Lee et al. (2020); Alsentzer et al. (2019)
showed that these models outperform the tradi-
tional NLP models in this area. Considering this
success we use a BERT-based model fine-tuned
to clinical notes for getting the embedding of
each clinical note of the patient. Specifically,
we used the Bio+Clinical BERT model described
in Alsentzer et al. (2019) which fine-tuned Bio
BERT(Lee et al., 2020) on all the clinical notes in
MIMIC III dataset.

After initializing our text model to Bio+Clinical
BERT, we added a softmax layer on top of the
classification token (CLS) output of each clinical
note separately and the model is fine-tuned further
on the task of predicting the in-hospital mortality
of the patient. Finally, to obtain the overall text
embedding of a patient, we take the average em-
bedding of all the clinical notes available for the
patient. This is shown in equation 1.

N
1
Heo = NZBCB(%) (1)
=1

where the BCB(¢,, ) function is the output of the
CLS token of the fine-tuned Bio+Clinical BERT
model when ¢, is provided as an input to the model
and H¢ is the aggregated representation of all the
clinical notes of the patient.

3.2 Time series

For the time-series part of the model, following the
works by Harutyunyan et al. (2019) and Khadanga
et al. (2019), we first limit the time-series data to
first 48 hours of the patient stay, then we resam-
ple the time-series data to intervals of 1 hour. If
there are any duplicate values in that hour for a
variable, we use the most recent values. We use
forward imputation for missing values. If no pre-
vious value is recorded we use the pre-set values
for the features given in Harutyunyan et al. (2019).
After pre-processing the time series data, we used
an LSTM network. We input the whole time-series
data of a patient (X;.7) to the LSTM model and
use the final hidden state as the representation of
time-series part of the patient data.

Hx = LSTM(X1.7) )

4 Results

In this section, we will show the results achieved on
the in-hospital mortality prediction task on MIMIC
III dataset. To ensure consistency with previous
work and the benchmarks presented on Harutyun-
yan et al. (2019), we used the same preprocessing
steps as defined by Harutyunyan et al. (2019) and
split the patients into train, validation and test sets
using the same splits. We also followed the prepro-
cessing steps of Khadanga et al. (2019) to process
the clinical notes and removed, from the dataset,
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Type Model AUC
Only time-| 1 gy 0.835
series
CNN* 0.831
BERT 0.671
Only text | BCB 0.760
BCB FT 0.835
BCB FT MN 0.875
CNN + LSTM* 0.867
Text + BERT + LSTM 0.840
Time- BCB + LSTM 0.851
series BCB FT + LSTM 0.873
BCB FT MN + LSTM | 0.899

Table 1: Area under the receiver operating characteris-
tic (AUC) results on the held out data for all models
including baselines. The results are averages of 5 dif-
ferent initializations of the models. The models indi-
cated with a star (*) are using the same architecture as
described in Khadanga et al. (2019). BCB is short for
Bio+Clinical BERT (Alsentzer et al., 2019), FT means
fine tuned separately for in-hospital mortality task. The
baseline models only use the first available clinical note
while models indicated with MN (multi-note) use all
the available clinical notes in first 48 hours of a pa-
tient’s ICU stay.

patients who do not have any associated medical
notes. We also only used the clinical notes col-
lected at first 48 hours of patients’ stay. After these
steps, our dataset consisted of 11579 records in the
training set, 2570 in the validation set, and 2573 in
the test set.

The time-series part of the model uses all 17
medical variables (e.g., heart rate, height, and Glu-
cose) recorded during the first 48 hours of the
patients’ stay. Since in-hospital mortality predic-
tion is a binary classification task with unbalanced
classes (only around 10% of the patients suffered
mortality in this dataset), the area under the re-
ceiver operating characteristic (AUC) is used for
evaluating our models. The best performing model
uses one layer of LSTM cells with 256 units, an
Adam optimizer (Kingma and Ba, 2015) with ini-
tial learning rate of 2 x 10~ for training and a
weight decay of 0.01. The models are implemented
with the Pytorch library (Paszke et al., 2019) and
we run all the experiments 5 times with different
initialization and report the mean of the results.

Table 1 summarizes the results achieved by our
models and the baseline models that use only time-
series data, use a simple BERT instead of the
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Figure 2: Increase in full model performance as more
clinical notes are included in order of time for each pa-
tient. The Y axis shows the AUC score of the model
on the test data and the X axis shows the number of
included clinical notes. Each bar indicates 95% confi-
dence interval over 5 different runs of the model.

Bio+Clinical BERT model, and the results with
and without fine tuning Bio+Clinical BERT model
further for the in-hospital mortality prediction task.
The models which use both time-series and text
data are also shown. Moreover, the results are com-
pared with Khadanga et al. (2019) which, to the
best of our knowledge, is the state-of-the-art for
in-hospital prediction task in MIMIC III bench-
marks. Our final model, which uses fine-tuned
clinical BERT model for the text part of the data
and an LSTM model for time-series part (shown
in Figure 1) significantly outperforms the baseline
models as well as the state-of-the-art models.

To assess the value of using multiple notes for
each patient, we experimented by including various
numbers of clinical notes for each patient in our fi-
nal model. The AUC results are shown in Figure 2.
It is apparent that the model’s performance im-
proves with more notes, and the best performance
is achieved when all the notes are used.

Although we lose some information contained in
the clinical notes by truncating them to fit into the
maximum acceptable length of the model, using the
entire text of the clinical notes by segmenting them
into chunks and taking the average did not yield
significant improvements in the performance of
our final model. In our experiments, providing all
chunks either by segmenting the concatenated text
of the clinical notes or individual notes separately
only improved the final AUC score from 0.899 to
a maximum of 0.902 while taking approximately
twice as long to train.
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5 Conclusions and Future Work

Improved prediction of the admission outcome in
Intensive Care Units (ICUs) can be tremendously
valuable in supporting decisions in clinical diag-
nosis. Previous work mostly focused on using the
patients’ vital sign information recorded during
their stay as time-series data for these predictions.
However, the clinical notes written by healthcare
workers include important information on both the
history and current conditions of the patients in the
hospital, which can be leveraged to improve these
predictions significantly. In this work, we proposed
anovel method for leveraging the information avail-
able both in clinical notes and time-series data. Our
method consists of fine-tuning Bio+Clinical BERT
model for in-hospital mortality prediction task and
then combining it with the available time-series
data. Finally, we showed that using all the clinical
notes available significantly enhances the ability to
make these kinds of predictions.

In the future, we plan to improve the perfor-
mance of the model by improving the time-series
part of the model from an LSTM network to a
model that can leverage irregular time-series data.
Furthermore, the same model architecture can be
used for other tasks discussed in the literature for
such medical datasets such as physiologic decom-
pensation or forecasting length of stay.
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