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Abstract

Few shot learning with large language models
has the potential to give individuals without
formal machine learning training the access to
a wide range of text to text models. We con-
sider how this applies to creative writers and
present STORY CENTAUR, a user interface for
prototyping few shot models and a set of re-
combinable web components that deploy them.
STORY CENTAUR’s goal is to expose creative
writers to few shot learning with a simple but
powerful interface that lets them compose their
own co-creation tools that further their own
unique artistic directions. We build out sev-
eral examples of such tools, and in the process
probe the boundaries and issues surrounding
generation with large language models.

1 Introduction

One of the most promising possibilities for large
language models (LLMs) is few-shot learning
(Brown et al., 2020) in which it is possible to create
text to text models with little or no training data.
Few shot learning with LLMs relies on the ease at
which the desired Input/Output (I/O) behavior can
be effectively translated into the text continuation
problem at which these models excel. In recent
years, LLMs have progressed to the level where
this translation requires only familiarity with the
natural (e.g. English) language on which the model
was trained.

We present STORY CENTAUR, a Human-
Computer Interface that closes the gap between
non-technical users and the power and possibilities
of few shot learning, with the intended audience
of writers of creative text. It is our intention that
by giving writers a tool for building generative
text models unique to their process and vision that
these artists will experience genuine feelings of
co-creation.

STORY CENTAUR consists of a prototyping UI
as well as a set of Angular web components that in-
teract via a central pub-sub synchronization mecha-
nism1. Due to the non-trivial monetary cost of infer-
ence and the requirement of specialized hardware,
the LLM that underlies our tool is not included
in this release; instead we dependency inject the
LLM with a simple (string) → string interface to
be provided by an arbitrary service.

As the ethical implications of LLMs (Bender
et al., 2021) are an important and unsolved problem
in NLP, we highlight this design choice to decou-
ple the LLM itself from STORY CENTAUR, a web
based user interface that prepares the LLM’s inputs
and processes its outputs. To put it another way,
the text generated is no more or less biased than the
LLM and user themselves, as STORY CENTAUR’s
purpose is not to enhance or change the abilities
of a LLM, but instead to democratize its use to
non-technical users.

2 Related Work

The observation that simple “fill-in-the-blank” neu-
ral network models trained on large quantities of
text can be used for problems beyond their pri-
mary learning objective dates back to word2vec
(Mikolov et al., 2013) in which word embeddings
were able to perform some SAT style analogies.
While this ability captured many researchers’ fas-
cination, these models’ dual function as a repre-
sentation learner from which other models could
be initialized and/or fine-tuned took center stage in
the following years.

Representation learning techniques made steady
advances, expanding to sentence level contextu-
ally sensitive word embedding with ELMo (Peters
et al., 2018), the introduction of Transformers and
MLM objectives with BERT (Devlin et al., 2018),

1source code: https://chonger.github.io/centaur/
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Figure 1: A Few Shot Formula in action. The Data and Serialization are used to create the Prompt, which along
with the serialized inference time Input becomes the Preamble. The LM generates a continuation, from which the
Serialization extracts the output. The Sentinels used (with newlines omitted) are “I saw a”, “! It goes ”, and “.
–NEXT–”.

and the menagerie of similar systems that followed.
While most work concerned itself primarily with
topping each other’s GLUE and SUPERGLUE
scores (Wang et al., 2019), work from OpenAI kept
the torch lit for investigating the emergent abilities
of representation learning (Radford et al., 2017,
2018, 2019; Brown et al., 2020). Their most recent
work undeniably shows that sufficiently large LMs
enable few shot models that approach and some-
times surpass state of the art performance on a wide
range of NLP tasks.

Human + AI co-creation has existed in both prac-
tice and theory for several years. To highlight some
examples in practice that relate to creative writing,
as opposed to music or visual art of which there are
many, we refer the reader to browse the Electronic
Literature Collection2 a longstanding community
of artist-technologists who have blazed this trail
since the days of hypertext. A number of publica-
tions of AI co-creation exist as well on a diverse
range of artistic applications (Martin et al., 2016;
Mathewson and Mirowski, 2017; Oh et al., 2018;
Mirowski and Mathewson, 2019; Kreminski et al.,
2019; Sloan, 2019; Tsioustas et al., 2020).

For a lighter introduction, Case (2018) gives
some examples of AI + Human collaborations, or
Centaurs3, but primarily presents the argument that
the HCI that connects the Human and Computer
is of paramount importance, a sentiment that is in
line with our own work. We also resonate with the
opinion of Llano et al. (2020), which argues for
explainability as a catalyst for fruitful co-creation,

2https://collection.eliterature.org/
3Case (2018) also explains this term’s etymology

as it is central to our design that the artist be given
the tools to create and iterate on NLP models.

3 Few Shot Formulas

The core contribution of this work is a UI for the
creation of few shot text generation models (Figure
2). We first define terms for the components of
LM based few shot modeling as it is decomposed
in our system: The few shot learning system as
a whole is represented as a Formula which when
used with a large LM provides arbitrary text to text
I/O behavior.

We note that while generally LMs refer to any
probability distribution over a sequence of tokens,
in this work we use the term to refer to the subset
model class that factorizes the joint probability into
conditional P (wt|w1...t−1) terms. Put simply, we
are referring to the “predict the next word given all
words so far” variety of LM, which includes all of
the GPT models.

A Formula is composed of Data and Serializa-
tion. Each item in the Data consists of lists of
string inputs and outputs that exemplify the desired
I/O. The Serialization defines a reversible transfor-
mation between the Data and the raw text handled
by the LM.

STORY CENTAUR uses a Serialization template
of fixed text Sentinels that interleave the inputs
and outputs; a Sentinel is defined to precede each
input and output, as well as one that separates in-
puts and outputs and one that comes after the final
output (See Figure 2 for an example). Carefully
chosen sentinels are powerful tools for nudging
the language model in desired directions (see the
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Figure 2: STORY CENTAUR’s Formula Development User Interface.

Appendices for examples), but must also be de-
signed so as not to be confused with model input
or outputs.

A Formula is used by first invoking the Serial-
ization on the Data, creating the Preamble. Then,
the new inputs are converted using the Serializa-
tion and concatenated to the Preamble, creating
the Prompt. The LM is asked to continue the text
in the Prompt, and the Serialization is used to ex-
tract the output(s) from the result. The LM cannot
explicitly enforce the Serialization format and as
such will often produce non-conformant results,
in which case it must be rejected. In practice, if
the LM is sufficiently capable and the task well
suited then a simple rejection sampler suffices to
produce several acceptable options, as decoding is
parallelizable.

3.1 Formula Development

STORY CENTAUR’s user interface for Formula
design is shown in Figure 2, with supplemental
screenshots in the appendices. While there is no
fixed workflow, we have found the following pro-
cess to be effective. We assume only that the user
is proficient in English and has a strong concept of
their desired I/O.

First, the user must enter at least two examples
of I/O pairs into the Data panel and take a pass at
defining a Serialization, relying on the live updated
Preamble panel to preview their progress. With a
few examples in place, the Auto-Generate button
can then be used to suggest new candidate IO pairs
by passing the Preamble to the LM and allowing
the user to prune these suggestions. This process
can be repeated, quickly converging to several (10

or more) solid examples and clear evidence that
the Serialization is being captured by the LM. As a
final evaluation technique, we provide a Test mode
that takes inference inputs and applies the current
Formula, also reporting the rate at which the LM
output respects the Serialization.

4 Writing Tool Experiments

We showcase the potential of Formulas that one
might create using STORY CENTAUR in several
Experiments. These experiments all rely on one
or more Formulas that were built using the devel-
opment tool and workflow described above, and
are each motivated by a different artistic scenario.
When possible, we present the I/O specifications
for each Experiment and invite the reader to view
full Experiment screenshots as well as the underly-
ing Formulas’ Data and Serialization in the Appen-
dices.

4.1 Magic Word

Figure 3: Formula I/O for Magic Word.

Perhaps the most obvious application of generative
language models to creative writing is overcoming
writer’s block. Specifically, we consider the sce-
nario in which the writer has some existing seed
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text and wants to be presented with possible con-
tinuations.

Generative LMs are ripe for this task as they can
reliably continue short text; for the definition of
LM used in this work (see Section 3) this is indeed
exactly the task they were trained on. In this pure
use of the LM the author is only able to provide
the seed text, and so in this experiment we use a
few shot Formula to provide an additional input of
a word or phrase that is required to appear in the
generated text.

The Magic Word formula takes two inputs: the
seed text that must be continued by the model and
the “Magic Word” that must be used in the contin-
uation. In this Experiment, the generated outputs
are not only discarded if they do not conform to the
Serialization but also if the Magic Word does not
appear as a substring. The UI allows editing of both
the magic word and seed text, and on generation
the user is given a maximum of three sentences that
they can click to append to the editable main text
box.

From an academic perspective, it is worth noting
that this I/O paradigm has been explored in several
examples of previous work, often with the same
motivation as a writer’s aid (Ippolito et al., 2019).

4.2 Say It Again

Figure 4: Formula I/O for Say It Again’s CUSTOM
Formula.

Many literary characters have their own peculiar
way of speaking; Yoda, Tolkein’s dwarves, Trea-
sure Island’s Pirates. In this Experiment we address
the scenario where a writer has a clear idea of what
they want the character to say and want suggestions
as to how their character might actually say it.

We phrase this problem as a Formula with one
input and one output in which the input is in neu-
tral style and the output is a paraphrase with the
desired style applied. This works nicely with few
shot learning, as it is relatively easy to invent (or
generate) a simple unstyled statement and then to
imagine how a character might say it. We show-
case several such Formulas in this experiment, se-

lectable in a menu. For unstyled source text, there
are three editable areas for text to rephrase that can
be restyled individually or all at once.

We provide one additional Formula that might
be considered zero shot style transfer, although it is
still performed using a few shot Formula. When the
style “CUSTOM” is selected, an input box appears
where the user can enter any raw text they wish.
This text is then used in a Formula with two inputs,
the text to be restyled and the name or description
of the character whose style to use. The surprising
result is that this is often possible with no examples
of the requested style itself, only the proper Seri-
alization and a few example of the full I/O shown
in Figure 4 with other custom characters. As this
information most likely comes from patterns and
associations encoded into the LMs parameters dur-
ing training, this method works best with fictional
characters from major movies or celebrities.

We encourage the further examination of large
LMs for style transfer, as we were anecdotally im-
pressed with the output of this experiment in par-
ticular. As some recently successful work in style
transfer (Riley et al., 2020) already follows a la-
bel free approach that might itself be considered
few shot in nature, interesting experimental com-
parisons are likely possible.

4.3 Story Spine

Figure 5: Story Spine’s two formulas for spine contin-
uation (top) and spine colorizing (bottom).

Modern LMs excel at producing text that is co-
herent, grammatical, and at times interesting, and
frequently amusing. However, cracks begin to
show in coherence as generations grow longer (Cho
et al., 2018). A common mitigating technique has
been to construct hierarchical generation systems
in which a high level representation that is focused
on common sense story structure which is then
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transformed into narrative text (Fan et al., 2018;
Ammanabrolu et al.). This trend inspires this ex-
periment, whose goal is the co-creation of a short
story that is both coherent and detailed.

One ubiquitous quality of such hierarchical sys-
tems is that the high level representation is a struc-
tural and/or semantic abstraction chosen to be
amenable to plot coherence modeling. This ex-
periment poses the question: what if the high level
representation was itself natural language? To ex-
plain our setup we make the distinction between
simple text and colorful text, where the former is
a grammatically bare bones statement of fact and
the latter is more linguistically interesting, as a
sentence might actually appear.

We use two Formulas to accomplish this goal,
shown in Figure 5. The first takes a simple short
plot point sentence as input and returns a plausible
following simple plot point as output; this is used
in a loop to generate the spine. The second is a
context conditional paraphrasing formula with two
inputs; the first is a simple plot point and the second
is the “story so far” which is written in colorful text.
The Formula’s output is a paraphrase of the simple
plot point, colorized to both respect the factual
information of the plot point and the context of the
story so far.

The user is presented with an interface that lets
them write and edit custom spine plot points as well
as use the first Formula to generate up to five can-
didates for plot points to continue the story. Each
spine plot point is connected to its colorized para-
phrase, which appear as a whole on the right side.
In order to maintain a model of the mapping be-
tween the spine and colorized text, the colorized
text is not editable.

4.4 Character Maker

Figure 6: The eight character creation points used in
Character Maker, with examples.

Interesting characters are at the heart of much cre-
ative writing, and various template filling exercises
exist to create them. Often this comes down to
filling out a template containing fields that flesh
out the character, as shown in Figure 6. In this
experiment, the user is presented with an editable
template containing each of these fields, with the
option to edit or clear any of the fields’ values.
Once a value has been cleared, it can be filled in
by the LM conditioned on all current non-empty
fields.

We take this experiment in a direction that goes
beyond our own Formula development tools to de-
fine a flexible Few Shot model for data completion.
Our generalized problem statement is as follows:
given a set of fields of which an arbitrary subset are
blank, for one such blank field generate a plausible
value conditioned on the non-blank fields. We build
a dynamic Formula creation system that fulfills this
generalized contract, and apply it to the filling of
character creation exercise forms.

Our few shot solution naturally relies on a small
number of fully filled out and plausibly consistent
fields (e.g. complete character descriptions). At
inference time, we extract the subset of non-blank
fields in the inference item from each of these few
shot examples and stitch together a Formula on
the spot with precisely these inputs and the single
output of the desired inference output field. This
dynamic creation of Formulas requires a flexible
Serialization that can accommodate any field name
and value in any order, which for this experiment
we simple simply use “name : value”.

4.5 Improv Prompts

In improvisational acting (improv) one of the pri-
mary pleasures is to see actors bring a set of con-
straints provided by the audience to life in a coher-
ent story. We see the potential for the sometimes
wildly creative suggestions of large language mod-
els to supply these constraints, either as a tool for
practitioners to hone their craft or as a way to spice
up (or speed up) a live performance itself.

Improv constraints must be both open ended and
subject to specific categories; for example the pop-
ular “Party Quirks” game requires a personal quirk
for each actor attending a dinner party. We build
Formulas and UIs for several improv games, and
note their distinction from the other Formulas in
this work in that they require no user input at all.

In constructing such zero input few shot learning
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models it became apparent that beyond controlling
the grammatical form and semantic intent of the
outputs we could also control their tone, as it would
mimic the tone of the Formula’s Data. Crucially,
this allows easy adaptation of these tools to differ-
ent audiences (children versus adults, for example)
and an implicit nudge towards whimsical outputs.

5 Discussion

While the experiments presented above demon-
strate how few shot learning can be used to cre-
ate interesting tools for writers, the real power of
STORY CENTAUR is its unlocking of rapid exper-
imentation. Not only were we able to probe the
boundary of what “works” efficiently, but also to
engage individuals regardless of formal machine
learning training to help us to do so. Needless to
say, in the course of this work many attempted
Formulas did not produce compelling results.

Perhaps our most interesting failure was to build
a Formula that would produce the second half of
a rhyming couplet given the first half, a task that
would require understanding of both phonetics and
meter as well as linguistic coherence. This was
disappointing given the compelling examples of
GPT-3 poetry available online4. One possible ex-
planation is that while general poetry and specifi-
cally rhyming couplets are in our minds connected
closely with a subset relationship rooted in human
culture, the hard constraint of rhyme and meter in
fact divides them into very different problems for
an LM. It is certainly the case that recent success-
ful work in rhyming metered poetry generation has
needed to resort to fixed rhyme words and syllable
counting(Ghazvininejad et al., 2017).

In terms of larger themes, we found that con-
structing Formulas in which any of the inputs or
outputs were much longer than a few sentences
were hard to construct. We speculate that it is
more difficult for the models to latch on to the
Serialization in this case, as the observed symp-
tom was often that no generated text passed the
de-serialization filter. On the positive side we ob-
served that few shot tasks that rely on paraphrasing
(such as those used Say It Again) were surprisingly
easy to construct successfully.

It is a common and intuitively plausible observa-
tion that the design of the Serialization is crucial
to the performance of few shot learning with large
LMs. Our Formulas can only be evaluated quali-

4https://www.gwern.net/GPT-3#transformer-poetry

tatively and so we leave to future work the human
studies that would be necessary to investigate this
hypothesis. Our Magic Word experiment does offer
the promise of a good test bed for Serialization de-
sign; even after considerable iteration we found the
rate at which outputs pass both the de-Serialization
filter to be surprisingly low given the relative sim-
plicity of the task and the model’s innate ability to
generate coherent text continuation.

Finally we note that our true goal is to empower
artists with no technical training to imagine a For-
mula, construct it in our development mode, and
then produce experiments as we have. In our cur-
rent process, such an artist could indeed construct
their Formula, but would at some point require a
programmer to build it into an experiment, requir-
ing e.g. a WYSIWG editor. While this was beyond
the scope of our work, we did construct our sys-
tem using Angular, a modern web development
framework whose core premise is modularity, de-
pendency injection, and reuse of components. Not
only do our experiments make use of a small set
of these reusable components for functionality like
editable text fields and clickable suggestion lists,
but also all text and Formulas are synchronized by
a global pub-sub service with simple string keys.

6 Conclusion

We present STORY CENTAUR, a tool for the cre-
ation and tuning of text based few shot learning
Formulas powered by large language models and
several experiments using Formulas built with our
tool that are focused around the topic of creative
writing.

The emergence of large language models has
shaped the course of NLP research in the late
2010’s but the question remains as to what, if any,
is a viable use case for these models in their raw,
un-finetuned, form. Additionally, while some claim
that scaling these models is a viable path to Artifi-
cial General Intelligence, others disagree (Bender
and Koller, 2020), and learning what is easy, hard,
and impossible for them is crucial this debate. The
answers to these questions will undoubtedly reveal
themselves in the coming years and we are partic-
ularly excited to see their impact on the fine arts.
In particular, we see great potential in tools built
with this technology when there is a human, in this
case an artist, in the loop to complement the natural
deficiencies of a simple but powerful text generator
that lacks editorial control and responsibility.
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Figure 7: A Screenshot of the Magic Word Formula and Experiment.
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Figure 8: Say It Again in the style of a Shakespearean character using 5 Few Shot Examples.
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Figure 9: Say It Again in the style of Bill and Ted using 5 Few Shot Examples.
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Figure 10: Say It Again in the style of Data from Star Trek using 5 Few Shot Examples of style transfer, but no
examples of Data’s actual style.
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Figure 11: Story Spine screenshots. In the top screenshot, a five segment spine has been constructed, but only two
spine segments have been colorized. The bottom image shows the result of colorizing the final three segments.

Figure 12: Character Maker, before and after generation of the Tactics field. In this case, generation was per-
formed by constructing a few shot Formula dynamically with Super-Objective, Sub-Objective, Scene Objective,
and Backstory as input, and Tactics as output, using 4 examples of full templates to create the Data.


