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Preface

DialDoc Workshop focuses on Document-grounded Dialogue and Conversational Question Answering
where system responses or answers are based on the relevant content in the associated documents. Such
dialogue and conversational question answering systems have the potential to access heterogeneous
knowledge in document content dynamically via natural language interactions. In addition, there is a
vast amount of written and visual document content created by individuals and organizations to present
their knowledge to the world in broad applications. Thus, there is a substantial demand of building
personal assistive conversational systems based on documents in many different domains. This area also
attracts great attentions from researchers and practitioners in various fields.

There are significant individual research threads that show promises in dialogue and QA models over
different kinds of knowledge in document content, including (1) unstructured content such as text
passages; (2) semi-structured content such as tables or lists; (3) multimedia such as images and
videos with associated textual descriptions; (4) or structured data specified by schema such as RDFa
or Microdata in the webpages. The purpose of this workshop is to invite researchers to bring their
individual perspectives on the document-grounded dialogue and conversational question answering and
advance the related AI research in joint effort. We also organize a Shared Task on modeling goal-oriented
information-seeking dialogues that are grounded in the associated documents.

This Shared Task focuses on building goal-oriented information-seeking conversation systems. The goal
is to teach a dialogue system to identify the most relevant knowledge in the given document for generating
agent responses in natural language. It includes two subtasks: the first subtask is to predict the grounding
span for next agent response given the context; the second subtask is to generate agent response in natural
language given the context. There are a total of 23 teams that participated Dev-Test phase. For final test
phrase, 11 teams submitted to the leaderboard of Subtask 1, and 9 teams submitted to the leaderboard
of Subtask 2. Many submissions outperform baseline significantly. For the first task, the best system
achieved 67.1 Exact Match and 76.3 F1 score. For the second subtask, the best system achieved 41.1
SacreBLEU score and highest rank by human evaluation.

In this workshop, we have research track and technical system track for Shared Task. There are a total
22 submissions, including 14 submissions to research track and 8 submissions to technical system track,
among which, there are 5 non-archival submissions. The workshop program features all 19 accepted
papers with another 8 ACL finding papers from ACL main conference. The paper presentations are
either as posters or talks in virtual format. We are also fortunate to have great invited talks by Jonathan
Berant, Danqi Chen, Dilek Hakkani-Tur, Verena Rieser, Jason Weston, William Wang Yang and Scott
(Wen-tau) Yih.

Finally, we would like to thank our program committee members, invited speakers, ACL workshop
chairs. We are also thankful to IBM Research for sponsoring the Shared Task competition.
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DialDoc 2021 Shared Task:
Goal-Oriented Document-grounded Dialogue Modeling

Song Feng
IBM Research AI

sfeng@us.ibm.com

Abstract

We present the results of Shared Task at
Workshop DialDoc 2021 that is focused on
document-grounded dialogue and conversa-
tional question answering. The primary goal
of this Shared Task is to build goal-oriented
information-seeking conversation systems that
can identify the most relevant knowledge in
the associated document for generating agent
responses in natural language. It includes two
subtasks on predicting agent responses: the
first subtask is to predict the grounding text
span in the given document for next agent re-
sponse; the second subtask is to generate agent
response in natural language given the context.
Many submissions outperform baseline signif-
icantly. For the first task, the best-performing
system achieved 67.1 Exact Match and 76.3
F1. For the second subtask, the best system
achieved 41.1 SacreBLEU and highest rank by
human evaluation.

1 Introduction

Goal-oriented conversational systems could assist
end users to query information in documents dy-
namically via natural language interactions. Mean-
while, there is a vast number of documents in which
individuals and organizations choose to present
their interests and knowledge to the world for
broad applications. Thus, it attracts a lot of at-
tentions from researchers and practitioners from
different fields. There have been significant individ-
ual research threads that show promises in handling
heterogeneous knowledge embedded in the docu-
ments (Talmor et al., 2021), including (1) unstruc-
tured content such as text passages (CoQA (Reddy
et al., 2019), QuAC (Choi et al., 2018), ShARC
(Saeidi et al., 2018), DoQA (Campos et al., 2020),
Doc2Dial (Feng et al., 2020)); (2) semi-structured
content such as tables or lists (SQA (Iyyer et al.,
2017), HybridQA (Chen et al., 2020)); (3) mul-

timedia such as images and videos with associ-
ated textual descriptions (RecipeQA (Yagcioglu
et al., 2018), PsTuts-VQA (Colas et al., 2020), MI-
MOQA (Singh et al., 2021)) Despite these recent
advances, the challenge remains for handling multi-
turn queries of complex dialogue scenarios (Ma
et al., 2020; Feng et al., 2020) and then respond
based on the most relevant content in documents
of various types from wide domains. As a step
forward, we propose a shared task and competi-
tion to invite researchers to bring their individual
perspectives and advance the field in joint effort.

We introduce DialDoc 2021 Shared Task, which
focuses on building goal-oriented information-
seeking dialogue that are grounded in textual con-
tent. In particular, the goal is to develop a dialogue
system to comprehend multi-turn queries and iden-
tify the most relevant knowledge in the associated
document for generating agent responses in natural
language. It includes two subtasks for predicting
agent response. The first subtask (Subtask 1) is to
predict the grounding text span in the given docu-
ment for next agent response; the second subtask
(Subtask 2) is to generate agent response in natural
language given the contexts. The dataset used for
the task is a goal-oriented document-grounded dia-
logue dataset Doc2Dial (Feng et al., 2020). We
hosted the leaderboards for Dev-Test and Test
phase on eval.ai for two subtasks respectively.
There are a total of 23 teams that participated Dev-
Test phase. For final test phrase, 11 teams submit-
ted to the leaderboard of Subtask 1, and 9 teams
submitted to the leaderboard of Subtask 2. For the
first task, the best system achieved 67.09 Exact
Match and 76.34 F1. For the second subtask, the
best system achieved 41.06 sacrebleu and rank the
best by human evaluation.

In this work, we first describe the dataset and the
two subtasks. Then, we provide a summary of the
evaluation results from participating systems.
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2 Dataset

We use Doc2Dial dataset 1 introduced in Feng
et al. (2020), which contains 4793 goal-oriented
dialogues and a total of 488 associated grounding
documents from four domains for social welfare:
dmv, va, ssa, and studentaid. In this dataset,
dialogues contain the scenarios when agent ask
follow-up questions for clarification or verification
based on dialogue-based and document-based con-
text. Each turn is annotated with (1) grounding
span from the associated document, (2) dialogue
act, e.g., query, respond and (3) speaker role, either
agent or user.

For developing models, we divide the data into
training, validation and test split based on the num-
ber of dialogues. For evaluating the models, we
provide a dev-test set which contains about 30%
test dataset. The final test set also includes dia-
logue and document data from an unseen domain
cdccovid that is not in the training, validation or
dev-test set. The dialogues of unseen domain were
collected in the same data collection process as
published Doc2Dial dataset. Table 1 presents the
number of dialogues (‘dials’), total turns (‘turns’)
of all dialogues and total turns for prediction (‘pre-
dicts’) in each data split.

3 Task Description

This Shared Task focuses on building goal-oriented
information-seeking dialogue systems. The goal
is to teach a dialogue system to identify the most
relevant knowledge in the associated document for
generating agent responses in natural language. It
includes two subtasks on predicting agent response.
The agent can either provide an answer or ask
follow-up question. Here we only consider the
cases that use queries are answerable.

3.1 Subtask 1
This subtask is to predict the grounding span of
next agent response. The input current turn, di-
alogue history and one associated document; the
output is a text span. The evaluation is based on
token-level F1 and exact match score (Rajpurkar
et al., 2018).

3.2 Subtask 2
This subtask is to generate the next agent utterance.
The input is current turn, dialogue history and the

1https://doc2dial.github.io/file/
doc2dial_v1.0.1.zip

# train val test-dev test
dials 3474 661 198 787
turns 44149 8539 1353 5264

predicts 20431 3972 198 787

Table 1: Statistics of dialogue data of different data
splits.

document context; the output is utterance in natural
language. The evaluation is based on SacreBLEU
(Post, 2018). We also perform human evaluation on
the top three submissions with highest SacreBLEU
for determining the final rank.

Human evaluation We ask human annotators to
rank a group of three utterances from the three sub-
missions based on relevance and fluency given doc-
ument context and dialogue history. relevance is
used to measure how well the generated utterance is
relevant to grounding span as a response to the pre-
vious dialogue turn(s). fluency indicates whether
the generated utterance is grammatically correct
and generally fluent in English. We randomly se-
lect 100 generated turns where the utterances are
not all the same. We collect five judgements per
group.

4 Baseline

Subtask 1 The baseline model for Subtask 1 is
based on BERT-QA (Devlin et al., 2019). For each
token, it computes the probabilities of start and end
positions by a linear projection from the last hidden
layers of the BERT model. Then it multiplies the
scores of the start and end positions for estimating
the probability of the corresponding span. As a
baseline, we fine-tune BERT-base on Doc2Dial
dataset where the input is dialogue query and the
associated document context. The dialogue query
is the concatenation of dialogue turns in reverse
order.

Subtask 2 The task is formulated as an end-to-
end text generation task. The baseline approach for
Subtask 2 is based on sequence-to-sequence model
BART by (Lewis et al., 2020). We fine-tune the
pre-trained BART model (bart-cnn-large)
on Doc2Dial dataset. The source input consists
of current turn, dialogue history along with docu-
ment title and content that are separated by special
tokens. The target output is next agent utterance.
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5 Shared Task Submissions

We hosted the leaderboards 2 for Dev-Test and Test
phase for the two subtasks on eval.ai. The Dev-
Test and Test phase lasted three months and one
week respectively. There are a total of 23 teams that
participated Dev-Test phase. For final Test phrase,
11 teams submitted to the leaderboard of Subtask
1, and 9 teams submitted to the leaderboard of Sub-
task 2. Among the best-performing systems, some
teams utilize additional data for augmentation for
pre-training (e.g., CAiRE (Xu et al., 2021), SCIR-
DT (Li et al., 2021)), some teams employ neural
retrievers for obtaining most relevant document
passages (e.g., RWTH (Daheim et al., 2021) and
ER). For the first task, the best system achieved
67.1 Exact Match and 76.3 F1. For the second
subtask, the best system achieved 41.1 sacrebleu
and rank the best by human evaluation. Next, we
provide a brief summary of the work by 8 teams
as listed in Table 2, who submitted their technical
system papers.

5.1 ER

ER3 participates Subtask 1. It introduces a model
that leverages the structure in grounding document
and dialogue context. It applies a multi-passage
reader model based on transformer-based encoder
to encode each passage concatenated with dialogue
context and document title. It optimizes both pas-
sage selection, start and end position selection with
gold knowledge passage during training. The fi-
nal submission is an ensemble of 12 models and
achieves the best results for Subtask 1.

5.2 SCIR-DT

SCIR-DT (Li et al., 2021) participates Subtask 1.
Their methods include data augmentation, model
pretraining/fine-tuning, postprocessing, and en-
semble. For data augmentation, they use back-
translation and synonym substitution to obtain 5
times of document and dialogue data, which are
then paired into 25 times data. They use the aug-
mented data for pretraining BERT and RoBERTa
with whole word masking technique and doc2dial
data for fine-tuning BERT, RobERTa and ELEC-
TRA. The ensemble method selects the most prob-
ably rank span based on the linear combination of
ranking results per model and learn the hyperpa-

2https://eval.ai/web/challenges/
challenge-page/793/overview

3The submission is non-archival.

Team Affiliation
CAiRE The Hong Kong University of

Science and Technology
ER Anonymous
JARS Carnegie Mellon University
KU NLP Konkuk University &

Kangwon National University
RWTH RWTH Aachen University
SB NITK National Institute of Technology

Karnataka
Schlussstein Carnegie Mellon University

Bosch Research Pittsburgh
SCIR-DT Harbin Institute of Technology

Table 2: Participating teams and affiliations.

rameter for inference. The team ranks 2nd based
on the average of normalized F1 and EM scores
used for the final evaluation.

5.3 KU NLP

KU NLP (Kim et al., 2021) participates both tasks.
For Subtask 1, they adopt pretrained RoBERTa as
backbone and predict dialogue act and span jointly.
For Subtask 2, they include several tokens and em-
beddings based on document structure into input
representation for BART. Instead of random order
of the training instances, they propose to apply cur-
riculum learning (Xu et al., 2020) based on the com-
puted task difficulty level for each task respectively.
The final submission on Subtask 2 is based on the
span prediction by a single model. It achieves best
SacreBLEU and human evaluation results.

5.4 RWTH

RWTH (Daheim et al., 2021) participates both
tasks. For Subtask 1, it applies BERTQA with
additional span-based specifics in their approach.
First, they restrict start and end position only to
the begin and end of sub-clauses since Doc2Dial
dataset is based on preprocessed spans. In addition,
they consider modeling the joint probability of a
span inspired by Fajcik et al. (2020). The final sub-
mission is the ensemble of multiple models, where
the probability of a span is obtained by marginal-
izing the joint probability of span and model over
all models. For Subtask 2, they propose to cascade
over all spans where they use top N (=5) spans as a
approximation. The probability is computed jointly.
The generation model is trained with cross-entropy
using an n-best list obtained from the separately

3



trained selection model.

5.5 CAiRE
CAiRE (Xu et al., 2021) participates both tasks.
They utilize data augmentation methods and several
training techniques. For the first task, it uses QA
data such as MRQA shared task dataset (Fisch et al.,
2019) and conversational QA data such as CoQA
(Reddy et al., 2019) for pretraining RoBERTa with
multi-task learning strategy and the models are
fine-tuned on Doc2Dial dataset. For the second
task, they pretrain BART on Wizard-of-Wikipedia
dataset (Dinan et al., 2019). Then they fine-tune
the model using the knowledge prediction results
from the first task. The final submission is based
on the ensemble of multiple models where the best
span is determined by the majority vote by models.

5.6 SB NITK
SB NITK (Bachina et al., 2021) participates Sub-
task 1. They also adapt data augmentation ap-
proaches that utilize additional Question Answer-
ing dataset such as SQuAD 2.0 (Lee et al., 2020),
Natural Questions (Kwiatkowski et al., 2019) and
CORD-19 (Wang et al., 2020) for pretraining sev-
eral models including RoBERTa, ALBERT and
ELECTRA. Then they experiment with different
combinations of ensemble models. The final sub-
mission is based on the ensemble of ensemble AL-
BERTA and RoBERTa using all three additional
datasets.

5.7 JARS
JARS (Khosla et al., 2021) participates in Subtask
1. It also uses transformer-based QA models, for
which it pretrains on different Question Answer-
ing datasets such as SQuAD, different subsets of
MRQA-2019 training set along with conversational
QA data such as CoQA and QuAC. The experi-
ments suggest that conversational QA datasets are
more helpful comparing to QA datasets. They com-
pare three different ensemble methods and use the
highest average probability score for span predic-
tion based on multiple models.

5.8 Schlussstein
Schlussstein (Chen et al., 2021) submit to both
subtasks. For Subtask 1, they pretrain BERT on
datasets such as SQuAD and CoQA before fine-
tuning on Doc2Dial. To incorporate longer docu-
ment content in Doc2Dial dataset, they also experi-
ment with longer document stride and observe per-

Team Exact Match F1
1 ER 67.1 (61.8) 76.3 (73.1)
2 SCIR-DT 63.9 (59.1) 75.6 (71.6)
3 RWTH 63.5 (58.3) 75.9 (73.2)
4 CAiRE 60.7 (-) 75.0 (-)
5 KU NLP 58.7 (58.7) 73.4 (73.4)
6 SB NITK 58.6 (-) 73.4 (-)
7 JARS 53.5 (52.6) 70.9 (67.4)
- baseline 35.8 (35.8) 52.6 (52.6)

Table 3: Participating teams of Subtask 1. The rank is
based on the average of normalized average of F1 and
EM scores.

Rank Team SacreBLEU
1 KU NLP 41.1 (41.1)
2 RWTH 40.4 (39.1)
3 CAiRE 37.7 (-)
4 SCIR-DT 30.7 (-)
- baseline 17.6 (17.6)

Table 4: Participating teams and evaluation results on
test set of Subtask 2.

formance improvement. For Subtask 2, it pretrains
BART model on CoQA dataset before fine-tuning
it on Doc2Dial dataset.

6 Results

Subtask 1 We present the evaluation results on
final Test phase of Subtask1 from 7 participating
teams in Table 3. The submissions are ordered
based on the average of normalized F1 and EM
scores. All submissions of Test Phase outperform
BERT-base baseline by large margin. The scores
in parentheses are by single models. All other re-
sults except the ones by KU NLP are based on
various ensemble methods, which further improve
the performances significantly in most cases.

Subtask 2 Table 4 presents the evaluation results
on final test set of Subtask 2 from 4 participating
teams. We performance human evaluations on the
top three submissions based on SacreBLEU scores.
We use three different ways to compute majority
vote to get the aggregated results: (1) we consider
the rank if it is agreed among at least three an-
notators; (2) we consider the rank if it is agreed
among at least two annotators; (3) we also use the
aggregation results provided by Appen platform,
which takes consideration of annotator’s historical
performances.
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7 Conclusion

We presented the results of 1st DialDoc 2021
Shared Task, which included two subtasks on
document-grounded goal-oriented dialogue mod-
eling. We received submissions from a total of
17 teams during entire phase for Subtask 1, and 9
teams for Subtask 2. All submissions during final
Test phase outperformed baselines by a large mar-
gin for both subtasks. By organizing this shared
task, we hope to invite researchers and practitioners
to bring their individual perspectives on the subject,
and to jointly advance the techniques toward build-
ing assistive agents to access document content for
end users by conversing.
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Abstract

The key challenge of the visual dialog task is
how to fuse features from multimodal sources
and extract relevant information from dialog
history to answer the current query. In this
work, we formulate a visual dialog as an in-
formation flow in which each piece of in-
formation is encoded with the joint visual-
linguistic representation of a single dialog
round. Based on this formulation, we consider
the visual dialog task as a sequence problem
consisting of ordered visual-linguistic vectors.
For featurization, we use a Dense Symmetric
Co-Attention network (Nguyen and Okatani,
2018) as a lightweight vison-language joint
representation generator to fuse multimodal
features (i.e., image and text), yielding bet-
ter computation and data efficiencies. For in-
ference, we propose two Sequential Dialog
Networks (SeqDialN): the first uses LSTM
(Hochreiter and Schmidhuber, 1997) for in-
formation propagation (IP) and the second
uses a modified Transformer (Vaswani et al.,
2017) for multi-step reasoning (MR). Our ar-
chitecture separates the complexity of mul-
timodal feature fusion from that of infer-
ence, which allows simpler design of the in-
ference engine. On VisDial v1.0 test-std
dataset, our best single generative SeqDialN
achieves 62.54% NDCG1 and 48.63% MRR2;
our ensemble generative SeqDialN achieves
63.78% NDCG and 49.98% MRR, which set
a new state-of-the-art generative visual dia-
log model. We fine-tune discriminative Se-
qDialN with dense annotations3 and boost
the performance up to 72.41% NDCG and
55.11% MRR. In this work, we discuss the
extensive experiments we have conducted to
demonstrate the effectiveness of our model

1Normalized Discounted Cumulative Gain
2Mean Reciprocal Rank
3Relevance scores for 100 answer options corresponding

to each question on a subset of the training set, publicly avail-
able on visualdialog.org/data

components. We also provide visualization
for the reasoning process from the relevant
conversation rounds and discuss our fine-
tuning methods. The code is available at
https://github.com/xiaoxiaoheimei/SeqDialN.

1 Introduction

Visual Dialog has attracted increasing research in-
terest as an emerging field, bringing together as-
pects of computer vision, natural language pro-
cessing, and dialog systems. In this task, an AI
agent is required to hold a meaningful dialog with
humans in natural, conversational language about
visual content. Specifically, given an image, a
dialog history, and a query about the image, the
agent has to ground the query in image, infer con-
text from history, and answer the query accurately
(Das et al., 2017).

Our work is inspired by the use of visual-
linguistic joint representation to erase the modal-
ity gap, where we embed the visual signals into
the text snippets for each dialog round. In this
way, we convert a visual dialog into an ordered
vector sequence, where each vector is the joint
visual-linguistic representation of a specific dia-
log round. Rather than using ViLBERT (Lu et al.,
2019), we chose Dense Symmetric Co-Attention
(Nguyen and Okatani, 2018) as a lightweight joint
visual-linguistic representation generator. In con-
trast to VisDial-BERT (Murahari et al., 2019),
which concatenates all rounds of the dialog history
into a single textual input for ViLBERT(Lu et al.,
2019), we keep each dialog round separate. Keep-
ing this inherent sequential structure from the vi-
sual dialog allows us to reason across the dia-
log history to find the most query-relevant dialog
rounds. By viewing visual dialog task as a vector
sequence, We propose two sequential networks to
tackle the problem.

Fig. 1 illustrates a conceptual overview
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of the proposed method. The visual fea-
tures and language embeddings are learned
from two independent domains. They are
fed into the Dense Symmetric Co-Attention
Network (Nguyen and Okatani, 2018) to pro-
duce a visual-linguistic vector sequence in
the joint visual-linguistic feature space. Our
baseline model, the Information Propaga-
tion Network (SeqIPN), which uses a LSTM
(Hochreiter and Schmidhuber, 1997) to summa-
rize the visual-linguistic sequence, outperforms
other well-known baselines (Das et al., 2017;
Lu et al., 2017), on NDCG metric by a large
margin > 0.5. Multi-step reasoning network (Se-
qMRN) is based on Transformer (Vaswani et al.,
2017). We expect the multi-head attention
mechanism of Transformer better captures the
relationship within the visual linguistic sequence.
We achieve multi-step reasoning by stacking
several Transformers to refine attentions in high
level semantic space. SeqMRN outperforms
VisDial-BERT (Murahari et al., 2019) by > 1.5%
on NDCG when trained with comparable amount
of data, while using 30% less parameters. The
pipeline in Fig.1 facilitates the combination of
different word embeddings and SeqDialN models.
In this work, we compare two kinds of pre-trained
word representations: GloVe(Pennington et al.,
2014) and DistilBert (Sanh et al., 2019). The
ablation test shows that SeqMRN with DistilBert
embedding yields the best performance. Fur-
ther experiment reveals SeqDialN sets a new
state-of-the-art generative visual dialog model.

VLDialog and NDCGFinetune(Murahari et al.,
2019; Qi et al., 2019b) tune with dense annota-
tions3. Training on the dense annotation3 makes
these models perform very well on the NDCG met-
ric but poorly on the others because the dense
annotation3 dataset doesn’t correlate well with
the original ground-truth answer to the question
(Murahari et al., 2019). In this work, we propose
a reweighting method to mitigate the damage to
non-NDCG metrics in fine-tuning process, which
make our best model outperform (Murahari et al.,
2019; Qi et al., 2019b,a) on MRR by a large mar-
gin at the cost of a little lower NDCG than them.

The main contributions of this paper is three
fold. (1) We formulate the visual dialog task
as reasoning from a sequence in the joint visual-
linguistic representation space. (2) We propose
two sequential networks to tackle the visual dia-

log task in the joint visual-linguistic representation
space. (3) We set a new state-of-the-art generative
visual dialog model.

2 Related Work

2.1 VQA
VQA focuses on providing a natural language an-
swer given an image and a free-form, open-ended
question. Attention mechanisms have been deeply
explored in VQA related work. In deep networks,
the attention mechanism helps refine semantic
meanings at different levels. SANs (Yang et al.,
2016) create stacked attention networks, produc-
ing multiple attention maps in a sequential man-
ner to imitate multi-step reasoning. (Lu et al.,
2016) introduces co-attention between image re-
gions and words in the question. (Yu et al., 2017)
utilizes image-guided attention to extract the lan-
guage concept of an image and then combines this
with a novel multi-modal feature fusion of image
and question.

Recently, Dense Co-Attention Network (DCN)
(Nguyen and Okatani, 2018) proposes a symmet-
ric co-attention layer to address VQA tasks. DCN
is ”dense symmetric” because it makes each vi-
sual region aware of the existence of each ques-
tion word and vice versa. This fine-granularity
co-attention enables DCN to discriminate subtle
differences or similarities between vision and lan-
guage features. In this work, we use DCN as the
generator of joint visual-linguistic representation.

2.2 Visual Dialog
Previous research has tackled the visual dialog
task from various theoretical perspectives. Early
baselines include Late Fusion, Hierarchical Recur-
rent Encoder, and Memory Networks (Das et al.,
2017). (Guo et al., 2019) proposes a two-stage
method which filters out the obviously irrelevant
answers in primary stage, then re-ranks the rest
answers in synergistic stage. (Guo et al., 2019)
won the visual dialog challenge4 in 2018. Sev-
eral models try to leverage the dialog structure
to conduct explicit reasoning. GNN (Zheng et al.,
2019) abstracts visual dialog as a fully connected
graph where each node represents a single dia-
log round and each edge represents semantic de-
pendency of the two connected nodes. Recursive
Visual Attention(RvA) (Niu et al., 2019) designs
sub-networks to infer the stopping condition when

4visdial/challenge2020
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Figure 1: Conceptual architecture of sequential visual dialog network (SeqDialN).
recursively traversing the dialog stack to resolve
visual co-reference relationships. RvA won the vi-
sual dialog challenge4 in 2019 by fine-tuning with
dense annotations3. ReDAN (Gan et al., 2019)
develops a recurrent dual attention network to
progressively update the semantic representations
of query, vision, and history, making them co-
aware through multiple steps to achieve multi-step
reasoning. ReDAN (Gan et al., 2019) achieves
64.47% NDCG on the VisDial v1.0 test-std set, is
still the highest score among all published work
trained without dense annotations3.

Based on ViLBERT (Lu et al., 2019), recent
VisDial-BERT (Murahari et al., 2019) leverages
the joint visual-linguistic representation to tackle
visual dialog task. By fine-tuning with dense an-
notations, VisDial-BERT (Murahari et al., 2019)
achieves state-of-the-art NDCG (74.47%) using a
discriminative model. However, its non-NDCG
performance is significantly lower. Futhermore,
it’s not easy to deploy a discriminative model in
real applications. Similar performance degrada-
tion occurs to P1P2 (Qi et al., 2019a), which also
trained with dense annotations3.

3 Approach

The visual dialog task (Das et al., 2017) is for-
mulated as follows: at time t, given a query
Qt grounded in image I , and dialog his-
tory (including the image caption C) Ht =
{C, (Q1, A1), · · · , (Qt−1, At−1)} as additional
context. For discriminative task, the goal is to rank
100 candidate answers At = {A1

t , A
2
t , · · · , A100

t }.
For generative task, the goal is to generate an an-
swer in natural language. The task requires the
agent to predict the ground truth answer and rank
other feasible answers as high as possible.

As illustrated in Fig. 1, we rely on Faster-

RCNN (Ren et al., 2015) to extract features corre-
sponding to salient image regions (Anderson et al.,
2018). The vision feature of image I is repre-
sented as FI ∈ Rnv×dv , where nv = 36 being
the number of object-like region proposals in the
image and dv = 2048 being the dimension of the
feature vector. Qt and each item in H is padded
or truncated to the same length dl. Thus, each sen-
tence S is represented as FS ∈ Rdl×de , where de
being the dimension of the word embedding. To
facilitate further discussion, we denote dh as the
dimension of the hidden state throughout this sec-
tion.

3.1 Visual Dialog as Visual-Linguistic Vector
Sequence

Dense Co-Attention Network (DCN)
(Nguyen and Okatani, 2018) proposes using
contents in sub-grids of a convolutional neuron
network as visual region features. However, we
turn to use Faster R-CNN proposals (Ren et al.,
2015; Anderson et al., 2018) because people
usually talk about objects in their conversations,
so Faster R-CNN proposals better suit for the
purpose of object identification. Given an image
I with vision feature FI ∈ Rnv×dv and a sentence
S with embedding FS ∈ Rdl×de , we define
DCN(I, S) ∈ Rdh the Dense Co-attention
(Nguyen and Okatani, 2018) representation of I
and S. We define an instance of t round visual di-
alog by a tuple D = (I,Ht, Qt). Using DCN, we
convert dialog history Ht into the visual-linguistic
vector sequence Ĥt as:

Ĉ = DCN(I, C)

L̂i = DCN(I, (Qi, Ai)), i = 1, · · · , t− 1

Ĥt = {Ĉ, L̂1, · · · , L̂t−1}
(1)
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Let Q̂t = DCN(I,Qt), the original visual dialog
then turns into a new tuple D̂ = (Ĥt, Q̂t) in the
joint visual-linguistic representation space. Note
that the sequential structure of Ĥt is exactly the
same as that of Ht and image I no longer exists in
D̂ as an explicit domain.

To facilitate discussion in section 3.2, we define
the question history Qt by:

Q̂i = DCN(I,Qi), 1 ≤ i ≤ t

Qt = {Q̂1, · · · , Q̂t−1, Q̂t}
(2)

Note, Qt includes the visual-linguistic vector of
the query Qt.

3.2 SeqIPN: Information Propagation
Network

As illustrated in Fig. 2, Information Propagation
Network is a 2-layer LSTM. After converting the
visual dialog into a tuple D̂ = (Ĥt, Q̂t) in the joint
visual-linguistic representation space, we apply a
LSTM to the visual-linguistic vector sequence Ĥt

and use the hidden state at time t as the summary
of visual-linguistic history. Specifically:

RL = LSTM(Ĥt)[t], RL ∈ Rdh (3)

Figure 2: Architecture of Information Propagation Net-
work (SeqIPN)

We apply the same LSTM to question history
Qt and use Q̂t’s hidden state RQ as the context
aware query. Experiment shows introducing RQ

can slightly drop the MRR (< 1%) but increase
NDCG a lot (> 1.5%). The observation can be
explained as RQ is the query distorted by LSTM,
which fools the discriminator and results in the
MRR drop. However, the impact is controllable
because LSTM’s forget gate makes the impact of
previous questions gradually fade away along the
propagation. On the other hand, RQ collects more
semantic information to broaden the scope of can-
didate answers, which results in the NDCG in-
crease.
[RL, RQ] ∈ R2dh is linearly projected to

RQL ∈ Rdh as the final representation of D̂. RQL

is fed into the decoder to predict answer.

Figure 3: Conceptual architecture of Multistep Reason-
ing Network (SeqMRN).

3.3 SeqMRN: Multi-step Reasoning Network

Transformer (Vaswani et al., 2017) was originally
developed for sequence to sequence task using
an encoder-decoder architecture.In this work, we
modify Transformer’s encoder by replacing its
self-attention with the decoder’s masked self-
attention, while keeping other modules unchanged.
We focus on the modifications to enable multi-
step reasoning via Transformer. For simplic-
ity, we define three functions Query(),Key(),
and V alue(). Given a vector v ∈ Rdh ,
Query(v),Key(v), and V alue(v) are vectors in
Rdh and represent v’s query, key, and value de-
scribed in (Vaswani et al., 2017) respectively.

Fig. 3 is a conceptual architecture of the pro-
posed Multi-step Reasoning Network(SeqMRN).
{P0, · · · , Pt−1} are position features defined in
(Vaswani et al., 2017). Given dialog tuple D̂ =
(Ĥt, Q̂t), the position aware visual-linguistic se-
quence Ut is defined by:

Ut = {U0, U1, · · · , Ut−1}
U0 = Ĉ + P0

Ui = L̂i + Pi, 1 ≤ i ≤ t− 1

(4)

3.3.1 History Backward Self-Attention Layer

As illustrated in Fig. 3, this layer applies masked
self-attention within the position aware sequence
Ut. This layer allows a single dialog round to
gather relevant information from previous conver-
sations and embed the information into its own rep-
resentation.

Specifically, for Ui, 0 ≤ i ≤ t − 1, its attention
logits with respect to all the other rounds of dialog
is defined by:

τ i : τ ij =

{
Key(Uj)

TQuery(Ui) j ≤ i

−∞ i < j
(5)

where τ i ∈ Rt. Then, the context aware visual-
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linguistic sequence Vt is defined by:

wi = softmax(τ i/
√

dh), w
i ∈ Rt

Vt = {V0, · · · , Vt−1} : Vi =
t−1∑

j=0

wi[j] · Uj

(6)

3.3.2 Query Correction Layer
In this layer, the query Q̂t renews its knowledge
about the context based on Vt. The attention
weights reflect how Q̂t distributes its focus over
Vt, which enables reasoning across the dialog his-
tory.

Specifically, the query’s attention logits with re-
spect to Vt is defined by:

u : uj = Key(Vj)
TQuery(Q̂t)/

√
dh

0 ≤ j ≤ t− 1
(7)

However, we don’t want history information in
Vt to overpower the query’s own semantic mean-
ing, thus we augment Q̂t by self-attention weight
uq:

uq = Key(Q̂t)
TQuery(Q̂t)/

√
dh (8)

Then, the query’s correction △Q̂t is defined as:

w = softmax([u;uq]),w ∈ Rt+1

△Q̂t =
t−1∑

i=0

wiVi + wtQ̂t

(9)

Note that Question Correction Layer keeps Vt

unchanged. Contrary to SeqIPN, we don’t use
question history Qt in SeqMRN because attention
mechanism can make Q̂t indistinguishable from
other questions in Qt.

3.3.3 Multi-step Reasoning
History Backward Self-Attention Layer and Ques-
tion Correction Layer form the building blocks of
our proposed Multi-step Reasoning Network. As
illustrated in Fig. 3, residual connection is used.

Q̂′
t = Q̂t +△Q̂t

Ĉ ′ = V0 + U0

L̂′
i = Vi + Ui, 1 ≤ i ≤ t− 1

(10)

where the results Q̂′
t, Ĉ

′ and L̂′
t are vectors in Rdh .

We have refined the dialog tuple D̂ = (Ĥt, Q̂t)
to be a new tuple D̂′ = (Ĥ ′

t, Q̂
′
t), where Ĥ ′

t =

{Ĉ ′, L̂′
1, · · · , L̂′

t−1}. Members in D̂′ are more en-
vironment aware than their corresponding mem-
bers in D̂. We achieve multistep reasoning by
stacking several such building blocks to progres-
sively refine D̂. We consider L̂′

t−1 of the last block
as the summary of dialog history and consider Q̂′

t

of the last block as the context aware query. We
project [Q̂′

t; L̂
′
t−1] to RQL ∈ Rdh as the final rep-

resentation of D̂.

3.4 Decoder Module
3.4.1 Discriminative Decoder
For each candidate anwer Aj

t ∈ At, a LSTM is ap-
plied to Aj

t to obtain its representation Rj ∈ Rdh .
The score of Aj

t is defined by sj = RT
j RQL. Like

(Guo et al., 2019), we optimize the N-pair loss
(Sohn, 2016):

LD = log(
100∑

j=1

exp
sj − sgt

τ
) (11)

where sgt is the score of the ground truth answer,
and we set τ = 0.25.

3.4.2 Generative Decoder
Inspired by attention based NMT (Luong et al.,
2015), we develop an attention based decoder. The
decoder is a LSTM initialized by RQL. At time
t, we compute similarity weights between current
hidden state and the hidden states of previous
timestamps instead of directly using the hidden
state to generate the distribution over vocabulary.
Then, the distribution is generated based on the
weighted sum of hidden states.

3.5 Reweighting Method in Fine-tuning with
Dense Annotations

VisDial v1.0 training dataset provides a subset
named dense annotations3 which contains 2K di-
alog instances. For each instance in dense annota-
tions, two human annotators assign each of its can-
didate answer with a relevance score based on the
ground-truth answer. (Qi et al., 2019b) finetunes
with dense annotations using a generalized cross
entropy loss:

LG = −
100∑

j=1

yjlog(softmax(s)[j]) (12)

where s is the score vector of candidate answers,
yj is the relevance score label of the jth candi-
date answer. However, blindly optimizing this ob-
jective will significantly hurt non-NDGC metrics.
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To mitigate this issue, we propose a reweighting
method to make the fine-tuning process aware of
the importance of the ground truth answer. Specif-
ically, we update the relevance label y by:

y′i =

{
yi+2
3 , i = indexgt

yi
3 , otherwise

(13)

where indexgt is the index of the ground truth an-
swer.

4 Experiments

Using the VisDial v1.0 dataset, we experiment
with 4 types of SeqDiaN: SeqIPN with GloVe Em-
bedding (Pennington et al., 2014) (SeqIPN-GE),
SeqIPN with DistilBert Embedding (Sanh et al.,
2019) (SeqIPN-DE), SeqMRN with GloVe Em-
bedding (SeqMRN-GE) and SeqMRN with Dis-
tilBert Embedding (SeqMRN-DE). For each type,
we consider both discriminative and generative
models. We trained Dense Symmetric Co-
Attention Network (Nguyen and Okatani, 2018)
from scratch. We use NDCG1, MRR2, recall
(R@1, 5, 10), and mean rank to evaluate the mod-
els’ performance.

In discriminative task, the model ranks the 100
candidate answers based on discriminative score,
which is defined as the dot product similarity be-
tween the representation of dialogue and that of
candidate answer.

In training and evaluation phases, to simplify
the framework, the generative task is to rank the
100 candidate answers too. Given a candidate an-
swer A, its generative score is defined as lldA√

|A|
,

where lldA is the answer’s log-likelihood and |A|
is the answer’s length. Based on generative score,
the rank of 100 candidate answers is well defined,
as well as the sparse metric MRR and Recall.
However, in inference phase, we obtain the answer
via distribution over vocabulary and beam search
at every step as usual.

4.1 Quantitative Results
4.1.1 Model Comparison
We compare the performance between Se-
qDialN models of different configurations.
We use Memory Network (MN) (Das et al.,
2017), History-Conditioned Image Attentive
Encoder (HCIAE)(Lu et al., 2017), Sequential
Co-Attention Model (CoAtt)(Wu et al., 2018) and
ReDAN (Gan et al., 2019) as baselines in this

Model NDCG↑ MRR↑ R@1↑ R@5↑ R@10↑ Mean↓
MN-D(Das et al., 2017) 55.13 60.42 46.09 78.14 88.05 4.63
HCIAE-D(Lu et al., 2017) 57.65 62.96 48.94 80.50 89.66 4.24
CoAtt-D(Wu et al., 2018) 57.72 62.91 48.86 80.41 89.83 4.21
ReDAN-D(T=1)(Gan et al., 2019) 58.49 63.35 49.47 80.72 90.05 4.19
ReDAN-D(T=2)(Gan et al., 2019) 59.26 63.46 49.61 80.75 89.96 4.15
ReDAN-D(T=3)(Gan et al., 2019) 59.32 64.21 50.60 81.39 90.26 4.05
SeqIPN-GE-D 58.44 58.74 44.87 75.49 85.30 5.56
SeqIPN-DE-D 58.18 59.49 45.58 76.08 86.40 5.15
SeqMRN-GE-D 59.73 61.32 47.59 78.03 87.04 5.08
SeqMRN-DE-D 60.17 57.98 44.46 74.16 84.50 5.86
Model NDCG↑ MRR↑ R@1↑ R@5↑ R@10↑ Mean↓
MN-G(Das et al., 2017) 56.99 47.83 38.01 57.49 64.08 18.76
HCIAE-G(Lu et al., 2017) 59.70 49.07 39.72 58.23 64.73 18.43
CoAtt-G(Wu et al., 2018) 59.24 49.64 40.09 59.37 65.92 17.86
ReDAN-G(T=1)(Gan et al., 2019) 59.41 49.60 39.95 59.32 65.97 17.79
ReDAN-G(T=2)(Gan et al., 2019) 60.11 49.96 40.36 59.72 66.57 17.53
ReDAN-G(T=3)(Gan et al., 2019) 60.47 50.02 40.27 59.93 66.78 17.40
SeqIPN-GE-G 63.30 48.77 38.36 59.29 68.24 13.36
SeqIPN-DE-G 60.72 47.86 38.16 57.08 64.89 15.27
SeqMRN-GE-G 63.01 49.22 38.75 59.62 68.47 13.00
SeqMRN-DE-G 64.15 49.72 39.33 60.17 69.73 12.37

Table 1: Performance of SeqDialN models on VisDial
v1.0 validation set. Left: discriminative SeqDialN.
Right: generative SeqDialN. ↑ indicates higher is bet-
ter. ↓ indicates lower is better.

study because published work (Gan et al., 2019)
reports the performance of these models with both
discriminative and generative decoders.

In Table 1, ”-D” stands for discriminative model
and ”-G” for generative model. SeqMRN-DE-D
and SeqMRN-DE-G outperform all baselines and
other SeqDialN models on NDCG1 for both dis-
criminative and generative cases. Especially for
the generative case, SeqMRN-DE-G outperforms
the second place ReDAN-G(T=3) by > 3.6%
NDCG. Meanwhile, the MRR difference between
ReDAN-G(T=3) and SeqMRN-DE-G is merely
0.3, SeqMRN-DE-G still outperforms ReDAN-
G(T=3) on average performance. We arrive at the
conclusion that SeqMRN-DE-G is a new state-of-
the-art generative visual dialog model.

SeqIPN with GloVe Embedding is the simplest
SeqDialN. However, SeqIPN-GE-D achieves bet-
ter NDCG than well-known discriminative base-
lines such as MN-D, HCIAE-D and CoAtt-D. In
addition, SeqIPN-GE-G even outperforms all gen-
erative baselines on NDCG. The model simplicity
and performance gain together validate the merit
of considering visual dialog as a visual-linguistic
vector sequence.

4.1.2 Ensemble SeqDialN Analysis
In this section, we add VisDial-
BERT(Murahari et al., 2019) as a baseline. At
this stage, the comparison is conducted between
models trained without dense annotation3.

As discriminative SeqDialN and generative Seq-
DialN rank the 100 candidate answers via discrim-
inative score and generative score respectively, the
uniform task definition facilitates the ensemble
process. Given a set of SeqDialN models, we sim-
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Model NDCG↑ MRR↑ R@1↑ R@5↑ R@10↑ Mean↓
ReDAN: 4 Dis. + 4 Gen.(Gan et al., 2019) 65.13 54.19 42.92 66.25 74.88 8.74
ReDAN+ (Diverse Ens.)(Gan et al., 2019) 67.12 56.77 44.65 69.47 79.90 5.96
VisDial-BERT: w/L-only(Murahari et al., 2019) 62.64 67.86 54.54 84.34 92.36 3.44
VisDial-BERT: w/CC+VQA(Murahari et al., 2019) 64.94 69.10 55.88 85.50 93.29 3.25
SeqDialN: 4 Dis. 64.66 64.67 51.74 80.49 89.10 4.34
SeqDialN: 4 Gen. 65.55 50.69 40.61 60.50 69.35 12.94
SeqMRN-DE-D + SeqIPN-GE-G 67.26 56.41 44.44 69.67 79.51 7.44
SeqDialN: 4 Dis + 4 Gen 68.61 58.11 45.94 71.66 81.22 6.73

Table 2: Comparison of SeqDialN to state-of-the-art
visual dialog models on VisDial v1.0 validation set.

ply average scores of all models to obtain the new
score to rank the 100 candidate answers and eval-
uate the metrics based on the new rank.

In Table 2, ”SeqDialN: 4 Dis.” is an ensemble
of the 4 types of discriminative SeqDialN models
while ”SeqDialN: 4 Gen.” an ensemble of the 4
types of generative SeqDialN models. Our best
model outperforms ReDAN and ReDAN+ by sig-
nificant margin on both NDCG (> 1.5%) and
MRR (> 1%). Our model also outperforms
VisDial-BERT(Murahari et al., 2019) by > 3.5%
NDCG despite the latter being pretrained on sev-
eral large-scale datasets.

VisDial-BERT(Murahari et al., 2019) has
roughly 250M parameters, the configuration
”w/L-only” is trained only on VisDial v1.0-train
set, which is more suitable to compare with
SeqDialN. SeqIPN-GE-G has less than 69M
parameters but it can outperform ”w/L-only” on
NDCG (> 0.5%). The ensemble configuration
(SeqMRN-DE-D + SeqIPN-GE-G) has roughly
the same parameters as ”w/L-only” and it fur-
ther outperforms ”w/L-only” by > 4% NDCG.
Actually, it even outperforms ”w/CC+VQA” by
> 2% NDCG. The advantage of VisDial-BERT
(Murahari et al., 2019) is the high MRR score it
achieves.

We also evaluate SeqDialN on VisDial v1.0 test-
std set. Table 3 shows the comparison between
our model and state-of-the-art visual dialog mod-
els trained without dense annotations3. SeqDialN
achieves state-of-the-art performance on NDCG,
even a single generative SeqDialN can outperform
most previous work on that metric. At present,
SeqDialN doesn’t perform well on MRR, which
is partly because it is hard for generative models
to produce exactly the same answer as the ground
truth, even when conditioned on the same seman-
tic scenarios.

4.1.3 Fine-tuning with Dense Annotations
We fine-tune discriminative SeqDialN with dense
annotations3. Table 4 shows the proposed
reweighting method greatly mitigates performance
drop in our fine-tuning experiment. We list the

Model NDCG↑ MRR↑ R@1↑ R@5↑ R@10↑ Mean↓
GNN(Zheng et al., 2019) 52.82 61.37 47.33 77.98 87.83 4.57
CorefNMN(Kottur et al., 2018) 54.70 61.50 47.55 78.10 88.80 4.40
RvA(Niu et al., 2019) 55.59 63.03 49.03 80.40 89.83 4.18
DualVD(Jiang et al., 2020) 56.32 63.23 49.25 80.23 89.70 4.11
HACAN(Yang et al., 2019) 57.17 64.22 50.88 80.63 89.45 4.20
SN(Guo et al., 2019) 57.32 62.20 47.90 80.43 89.95 4.17
SN†(Guo et al., 2019) 57.88 63.42 49.30 80.77 90.68 3.97
NMN(Kottur et al., 2018) 58.10 58.80 44.15 76.88 86.88 4.81
DAN(Kang et al., 2019) 57.59 63.20 49.63 79.75 89.35 4.30
DAN†(Kang et al., 2019) 59.36 64.92 51.28 81.60 90.88 3.92
ReDAN†(Gan et al., 2019) 61.86 53.13 41.38 66.07 74.50 8.91
VisDial-BERT: w/CC+VQA(Murahari et al., 2019) 63.87 67.50 53.85 84.68 93.25 3.32
ReDAN+ †(Gan et al., 2019) 64.47 53.74 42.45 64.68 75.68 6.64
SeqMRN-DE-G (single) 62.54 48.63 37.90 59.95 69.03 12.47
SeqDialN: 4 Gen. 63.78 49.98 39.50 60.48 69.27 12.97
SeqMRN-DE-D + SeqIPN-GE-G 65.56 55.66 43.23 69.15 79.93 7.44
SeqDialN: 4 Dis. + 4 Gen. 66.91 56.84 44.30 70.85 80.93 6.87

Table 3: Comparison of SeqDialN to state-of-the-art
visual dialog models on VisDial v1.0 test-std set. ↑ in-
dicates higher is better. ↓ indicates lower is better. †
denotes ensembles. All models have been trained with-
out dense annotations3

.

Model NDCG↑ MRR↑ R@1↑ R@5↑ R@10↑ Mean↓
SeqMRN-DE-D 70.23 38.33 23.04 55.17 71.51 9.29
SeqMRN-DE-D* 70.72 53.59 42.35 65.05 77.73 7.27
SeqIPN-DE-D 69.12 37.93 23.10 53.83 69.84 9.70
SeqIPN-DE-D* 69.68 52.2 41.13 62.94 75.54 7.78

Table 4: Using reweighting method to lessen perfor-
mance drop on VisDial v1.0 validate set. * denotes
fine-tuning with reweighting method.

fine-tuning statistics for one SeqIPN and one Se-
qMRN as representatives.

Table 5 compares SeqDialN with state-of-the-
art models trained with dense annotations. On Vis-
Dial v1.0 test-std set, our model achieves compara-
ble NDCG as others while outperforming them on
MRR. It is interesting to note that VisDial-BERT
(Murahari et al., 2019) outperforms our model on
MMR by > 5% before fine-tuning. After fine-
tuning however, our model outperforms it on MRR
by nearly 5%. This observation validates the ef-
fectiveness of the reweighting method in preserv-
ing a model’s overall performance when trained
with dense annotations3. In addition, we find fine-
tuning generative models don’t improve NDCG as
much as discriminative case.

4.2 Ablation Study

We note SeqMRN yeilds the best performance in
the single model comparison, we conduct further
experiments to analyze contribution of its com-
ponents. For simplicity, We train discriminative
SeqMRN in different configurations to 13 epochs
without fine-tuning.

Model NDCG↑ MRR↑ R@1↑ R@5↑ R@10↑ Mean↓
MReal-BDAI†(Qi et al., 2019b) 74.02 52.62 40.03 68.85 79.15 6.76
P1P2†(Qi et al., 2019a) 74.91 49.13 36.68 62.96 78.55 7.03
VisDial-BERT: w/CC+VQA(Murahari et al., 2019) 74.47 50.74 37.95 64.13 80.00 6.28
SeqDialN: 4 Dis. 72.41 55.11 43.23 67.65 79.77 6.55

Table 5: Comparison of SeqDialN to state-of-the-art
visual dialog models on VisDial v1.0 test-std set. All
models have been trained with dense annotations3
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Figure 4: SeqMRN: learn to reason in attention stacks. Color strength indicates attention weight, the darker
highlighting the higher attention paid.
4.2.1 Effectiveness of visual-linguistic joint

representation
We close the modules in DCN
(Nguyen and Okatani, 2018) which apply cross
modality attention between vision and language
features. Thus the two modalities are fused in a
simple summation way in DCN.

In this configuration, the two modalities won’t
be aware of the existence of each other un-
til the masked self-attention step in Transformer.
Item named SeqMRN-DE-D-LateFusion in Table
6 shows its performance, which drops on all met-
rics. Especially on NDCG, it drops 3.14%.

This experiment demonstrates the positive im-
pact of our early fusion, as we say, the visual-
linguistic joint representation. Further analysis re-
veals early fusion helps enhance the model’s ca-
pability to filter out irrelevant answers. We find
that each image in dense annotation3 of VisDial
v1.0 has on average 12.68 answers with non-zero
relevant-score. On average, We find SeqMRN-DE-
D-LateFusion ranks 5.58 (44.00%) zero relevant-
score answers into the top 12.68 predictions, while
this number of SeqMRN-DE-D is 5.36 (42.27%).

Model NDCG↑ MRR↑ R@1↑ R@5↑ R@10↑ Mean↓
SeqMRN-DE-D 59.49 61.53 47.68 78.67 87.88 4.79
SeqMRN-DE-D-NoQC 59.08 61.25 47.34 78.58 87.72 4.86
SeqMRN-DE-D-LateFusion 56.35 61.14 47.11 78.29 87.48 4.83

Table 6: Ablation Study on VisDial v1.0 validation set.

4.2.2 Effectiveness of Query Correction
Layer

In Table 6, the item SeqMRN-DE-D-NoQC shows
the performance of the configuration by closing
the Query Correction Layer illustrated in section
3.3.2. We see that performance drops on all met-
rics as well.

We find Query Correction Layer enhances the
model’s capability to integrate history informa-
tion based on the given query, thus it helps an-
swer the query which requires dialog history.
(Agarwal et al., 2020) points out that not all ques-
tions in VisDial v1.0 dataset need dialogue history
to answer. They have proposed a dataset named
VisDialConv(Agarwal et al., 2020), which is actu-

ally a subset of VisDial v1.0 validation dataset in-
cluding 97 instances which answer needs the ref-
erence to dialog history.

We run both SeqMRN-DE-D and SeqMRN-
DE-D-NoQC on VisDialConv dataset. SeqMRN-
DE-D gets 51.11% NDCG and SeqMRN-DE-D-
NoQC gets 50.22%, the former has 1.77% rel-
ative improvement. As illustrated in Figure 5,
the score distribution of the two models are simi-
lar, which concentrates in range [0.2, 0.9]. How-
ever, SeqMRN-DE-D scores significantly more
instances in range [0.6, 0.7] than the other.
SeqMRN-DE-D also scores less instances in the
low range [0.0, 0.2] but scores more instances in
the high range [0.8, 1]. These observations sup-
port the conclusion that Query Correction Layer
helps answer history related questions.

Figure 5: NDCG Distribution Comparison on VisDial-
Conv

4.3 Qualitative Analysis

We use the 3 examples in Fig. 4 to illustrate Se-
qMRN’s reasoning capability. On the left, the
question asks: ”Is the pickle a spear or sliced?”.
In SeqMRN’s first reasoning block (layer0), the
question focus on preserving its own information
(its self attention weight being 0.671). However, in
the second reasoning block (layer1), the question
pays more attention to the first round which has

”pickle” related information. This example demon-
strates the attention gets the right ”correction” in
Query Correction Layer.

In the middle, the question asks: ”Does he wear
a hat?” Due to the word ”he”, in SeqMRN’s first
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reasoning block (layer0), the attention is on the
caption (0.69), which has words ”man” and ”his”.
However, in the second reasoning block (layer1),
the attention turns to the round ”does he wear sun-
glasses? yes”. Note the semantic similarity be-
tween ”wear sunglasses” and ”wear hat” (they
are both wearables on the head). This example
shows the attention making decisions based upon
refined knowledge about the context in a deeper
stack.

On the right, the question asks: ”Is the picture
in color?” In SeqMRN’s first reasoning block, the
attention focuses on itself. However, in the sec-
ond reasoning block, the attention switches to the
caption. Most likely in deeper stack, it make the
inference like: only a color image makes a banana
look ”yellow”.

5 Conclusion

We presented Sequential Visual Dialog Network
(SeqDialN) based on a novel idea that treats dialog
rounds as a visual-linguistic vector sequence. We
explore both discriminative and generative models
and set up a new state-of-the-art generative visual
dialog model. Even though our model is trained
only on VisDial v1.0 dataset, it achieves competi-
tive performance against other models trained on
much larger vision-language datasets, which facil-
itates its deployment in industrial environment.
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and Dhruv Batra. 2017. Visual dialog. In Proceed-
ings of the IEEE Conference on Computer Vision
and Pattern Recognition, pages 326–335.

Zhe Gan, Yu Cheng, Ahmed Kholy, Linjie Li, Jingjing
Liu, and Jianfeng Gao. 2019. Multi-step reasoning
via recurrent dual attention for visual dialog. In Pro-
ceedings of the 57th Annual Meeting of the Asso-
ciation for Computational Linguistics, pages 6463–
6474.

Dalu Guo, Chang Xu, and Dacheng Tao. 2019. Image-
question-answer synergistic network for visual dia-
log. In Proceedings of the IEEE Conference on Com-
puter Vision and Pattern Recognition, pages 10434–
10443.

Sepp Hochreiter and Jürgen Schmidhuber. 1997.
Long short-term memory. Neural computation,
9(8):1735–1780.

X. Jiang, J. Yu, Z. Qin, Y. Zhuang, X. Zhang, Y. Hu,
and Q. Wu. 2020. Dualvd: An adaptive dual encod-
ing model for deep visual understanding in visual
dialogue. AAAI.

Gi-Cheon Kang, Jaeseo Lim, and Byoung-Tak Zhang.
2019. Dual attention networks for visual reference
resolution in visual dialog. In Proceedings of the
2019 Conference on Empirical Methods in Natu-
ral Language Processing and the 9th International
Joint Conference on Natural Language Processing
(EMNLP-IJCNLP), pages 2024–2033.
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Abstract

Most existing neural network based task-
oriented dialogue systems follow encoder-
decoder paradigm, where the decoder purely
depends on the source texts to generate a
sequence of words, usually suffering from
instability and poor readability. Inspired
by the traditional template-based generation
approaches, we propose a template-guided
hybrid pointer network for the knowledge-
based task-oriented dialogue system, which
retrieves several potentially relevant answers
from a pre-constructed domain-specific con-
versational repository as guidance answers,
and incorporates the guidance answers into
both the encoding and decoding processes.
Specifically, we design a memory pointer net-
work model with a gating mechanism to fully
exploit the semantic correlation between the
retrieved answers and the ground-truth re-
sponse. We evaluate our model on four widely
used task-oriented datasets, including one sim-
ulated and three manually created datasets.
The experimental results demonstrate that the
proposed model achieves significantly better
performance than the state-of-the-art methods
over different automatic evaluation metrics 1.

1 Introduction

Task oriented dialogue systems have attracted in-
creasing attention recently due to broad applica-
tions such as reserving restaurants and booking
flights. Conventional task-oriented dialogue sys-
tems are mainly implemented by rule-based meth-
ods (Lemon et al., 2006; Wang and Lemon, 2013),
which rely heavily on the hand-crafted features,
establishing significant barriers for adapting the
dialogue systems to new domains. Motivated by
the great success of deep learning in various NLP
tasks, the neural network based methods (Bordes

1https://github.com/wdimmy/THPN

et al., 2017; Eric and Manning, 2017; Madotto
et al., 2018) have dominated the study since these
methods can be trained in an end-to-end manner
and scaled to different domains.

Despite the remarkable progress of previous
studies, the performance of task-oriented dialogue
systems is still far from satisfactory. On one hand,
due to the exposure bias problem (Ranzato et al.,
2016), the neural network based models, e.g., the
sequence to sequence models (seq2seq), tend to ac-
cumulate errors with increasing length of the gener-
ation. Concretely, the first several generated words
can be reasonable, while the quality of the gen-
erated sequence deteriorates quickly once the de-
coder produces a “bad” word. On the other hand, as
shown in previous works (Cao et al., 2018; Madotto
et al., 2018), the Seq2Seq models are likely to gen-
erate non-committal or similar responses that often
involve high-frequency words or phrases. These
responses are usually of low informativeness or
readability. This may be because that arbitrary-
length sequences can be generated, and it is not
enough for the decoder to be purely based on the
source input sentence to generate informative and
fluent responses.

We demonstrate empirically that in task-oriented
dialogue systems, the responses for the requests
with similar types often follow the same sentence
structure except that different named entities are
used according to the specific dialogue context.
Table 1 shows two conversations from real task-
oriented dialogues about navigation and weather.
From the navigation case, we can observe that
although the two requests are for different desti-
nations, the corresponding responses are similar
in sentence structure, replacing “children’s health”
with “5677 springer street”. For the weather exam-
ple, it requires the model to first detect the entity
“carson” and then query the corresponding informa-
tion from the knowledge base (KB). After obtaining

18



Table 1: Two example conversations from real dialogues about navigation and weather.

Navigation Weather
User please give me directions to 5677 spring street User what is the temperature of carson on tuesday

Retrieve
q1: direct me to stanford children’s health

Retrieve
q1: the temperature of new york on wednesday

a1: no problem, I will be navigating you to stan-
ford children’s health right now

a1: the temperature in new york on wednesday
will be low of 80f and high of 90f

KB KB
carson: tuesday low of 20f
carson: tuesday high of 40f

Gold no problem, I will be navigating you to
5677 spring street right now

Gold the temperature in carson on tuesday will be
low of 20f and high of 40f

the returned KB entries, we generate the response
by replacing the corresponding entities in the re-
trieved candidate answer. Therefore, we argue that
the golden responses of the requests with similar
types can provide a reference point to guide the
response generation process and enable to generate
high-quality responses for the given requests.

In this paper, we propose a template-guided hy-
brid pointer network (THPN to generate the re-
sponse given a user-issued query, in which the
domain specific knowledge base (KB) and poten-
tially relevant answers are leveraged as extra in-
put to enrich the input representations of the de-
coder. Here, knowledge base refers to the database
to store the relevant and necessary information
for supporting the model in accomplishing the
given tasks. We follow previous works and use
a triple (subject, relation, object) representation.
For example, the triple (Starbucks, address, 792
Bedoin St) is an example in KB representing the
information related to the Starbucks. Specifically,
given a query, we first retrieve top-n answer candi-
dates from a pre-constructed conversational reposi-
tory with question-answer pairs using BERT (De-
vlin et al., 2018). Then, we extend memory net-
works (Sukhbaatar et al., 2015) to incorporate the
commonsense knowledge from KB to learn the
knowledge-enhanced representations of the dia-
logue history. Finally, we introduce a gating mech-
anism to effectively utilize candidate answers and
improve the decoding process. The main contribu-
tions of this paper can be summarized as follows:

• We propose a hybrid pointer network consist-
ing of entity pointer network (EPN) and pat-
tern pointer network (PPN) to generate infor-
mative and relevant responses. EPN copies
entity words from dialogue history, and PPN
extracts pattern words from retrieved answers.

• We introduce a gating mechanism to learn

the semantic correlations between the user-
issued query and the retrieved candidate an-
swers, which reduces the “noise” brought by
the retrieved answers.

• We evaluate the effectiveness of our model
on four benchmark task-oriented dialogue
datasets from different domains. Experimen-
tal results demonstrate the superiority of our
proposed model.

2 Related Work

Task-oriented dialogue systems are mainly stud-
ied via two different approaches: pipeline based
and end-to-end. Pipeline based models (Williams
and Young, 2007; Young et al., 2013) achieve
good stability but need domain-specific knowl-
edge and handcrafted labels. End-to-end methods
have shown promising results recently and attracted
more attention since they are easily adapted to a
new domain.

Neural network based dialogue systems can
avoid the laborious feature engineering since the
neural networks have great ability to learn the la-
tent representations of the input text. However, as
revealed by previous studies (Koehn and Knowles,
2017; Cao et al., 2018; He et al., 2019), the per-
formance of the sequence to sequence model de-
teriorates quickly with the increase of the length
of generation. Therefore, how to improve the sta-
bility and readability of the neural network mod-
els has attracted increasing attention. Eric et al.
(2017) proposed a copy augmented Seq2Seq model
by copying relevant information directly from the
KB information. Madotto et al. (2018) proposed
a generative model by employing the multi-hop
attention over memories with the idea of pointer
network. Wu et al. (2019) proposes a global-to-
locally pointer mechanism to effectively utilize the
knowledge base information, which improves the
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quality of the generated response.
Previous proposed neural approaches have

shown the importance of external knowledge in
the sequence generation (Chen et al., 2017; Zhu
et al., 2018; Yang et al., 2019; Zhang et al., 2019;
Ding et al., 2019), especially in the task-oriented di-
alogue systems where an appropriate response usu-
ally requires correctly extracting knowledge from
the domain-specific or commonsense knowledge
base (Madotto et al., 2018; Zhu et al., 2018; Qin
et al., 2019). However, it is still under great ex-
ploration with regard with the inclusion of exter-
nal knowledge into the model. Yan et al. (2016);
Song et al. (2018) argue that retrieval and gener-
ative methods have their own demerits and mer-
its, and they have achieved good performance in
the chit-chat response generation by incorporating
the retrieved results in the Seq2Seq based models.
Zhu et al. (2018) proposed an adversarial training
approach, which is enhanced by retrieving some
related candidate answers in the neural response
generation, and Ghazvininejad et al. (2018) also
applies a similar method in the neural conversation
model. In addition, in task-oriented dialogue tasks,
the copy mechanism (Gulcehre et al., 2016) has
also been widely utilized (Eric and Manning, 2017;
Madotto et al., 2018), which shows the superiority
of generation based methods with copy strategy.

3 Methodology

We build our model based on a seq2seq dialogue
generation mode, and the overall architecture is ex-
hibited in Figure 1. Each module will be elaborated
in the following subsections.

3.1 Encoder Module

By checking if a word is in the given KB, we di-
vide words into two types: entity words (EW) and
non-entity words (NEW). Taking “what is the tem-
perature of carson on tuesday” as an example, all
words are NEW except for “carson” and “tuesday”.

We represent a multi-turn dialogue as D =
{(ui, si)}Ti=1, where T is the number of turns
in the dialogue, and ui and si denote the ut-
terances of the user and the system at the ith

turn, respectively. KB information is represented
as KB = {k1, k2, · · · , kl}, where ki is a tu-
ple and l is the size of KB. Following Madotto
et al. (2018), we concatenate the previous dia-
logue and KB as input. At first turn, input to
the decoder is [u1;KB], the concatenation of first

user request and KB. For i > 1, previous his-
tory dialog information is included, namely, in-
put is supposed to be [u1, s1, · · · , ui;KB]. We
define words in the concatenated input as a se-
quence of tokens W = {w1, w2, · · · , wn}, where
wj ∈ {u1, s1, · · · , ui,KB} , n is the number of
tokens.

In this paper, we use the memory net-
work (MemNN) proposed in Sukhbaatar et al.
(2015) as the encoder module. The memories
of MemNN are represented by a set of trainable
embedding matrices M = {M1,M2, · · · ,MK},
where K represents the number of hops and each
Mk maps the input into vectors. Different from
Sukhbaatar et al. (2015); Madotto et al. (2018),
we initialize each Mk with the pre-trained em-
beddings2, whose weights are set to be trainable.
At hop k, W is mapped to a set of memory vec-
tors, {mk

1,m
k
2, · · · ,mk

n}, where the memory vec-
tors mk

i of dimension d from Mk is computed by
embedding each word in a continuous space, in the
simplest case, using an embedding matrix A. A
query vector q is used as a reading head, which
will loop over K hops and compute the attention
weights at hop k for each memory by taking the
inner product followed by a softmax function,

pki = softmax

((
qk
)T

mk
i

)
(1)

where pki is a soft memory selector that decides
the memory relevance with respect to the query
vector q. The model then gets the memory ck by
the weighted sum over mk+1,

ck =
∑

i

pkim
k+1
i (2)

In addition, the query vector is updated for the next
hop by qk+1 = qk + ck. In total, we can achieve K
hidden states encoded from MemNN, represented
as C = {c1, c2, · · · , cK}.
Masking NEW in the history dialogue We ob-
serve that the ratio of non-entity words in both
the history dialogue and the expected response is
extremely low. Therefore, to prevent the model
from copying non-entity words from the history di-
alogue, we introduce an array Rh3 whose elements
are zeros and ones, where 0 denotes NEW and 1 for
EW. When wi is pointed to, and if i is the sentinel
location or Rh[i] = 0, then wi will not be copied.

2https://s3-us-west-1.amazonaws.com/
fasttext-vectors/wiki.en.vec.

3The length of Rh equals to that of W .
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Figure 1: The overall structure of our model. During test time, given a user query q, we retrieve at most 3 similar
questions to q using BERT from QA Paris repository, and the corresponding answers are used as our answer
templates. The retrieved answers as well as the dialogue history and KB information are then utilized for the
response generation. Especially, we utilize the gating mechanism to filter out noise from unrelated retrieval results.
Finally, words are generated either from the vocabulary or directly copying from the multi-source information
using a hybrid pointer network.

3.2 Retrieval Module

For each dataset, we use the corresponding train-
ing data to pre-construct a question-answer reposi-
tory. In particular, we treat each post-response (ui
and si) in a dialogue as a pair of question-answer.
To effectively retrieve potentially relevant answers,
we adopt a sentence matching based approach, in
which each sentence is represented as a dense vec-
tor, and the cosine similarity serves as the selection
metrics. We have explored several unsupervised
text matching methods, such as BM25 (Robertson
et al., 2009), Word2Vec (Mikolov et al., 2013b),
and BERT (Devlin et al., 2018), and revealed that
BERT could achieve the best performance. In ad-
dition, based on our preliminary experiments, we
observed that the number of retrieved answer candi-
dates have an impact on the model performance, so
we define a threshold θ for controlling the number
of retrieval answer candidates.

Specifically, for each question in the pre-
constructed database, we pre-compute the corre-
sponding sentence embedding using BERT. Then,
for each new user-issued query uq, we embed uq
into ueq, and search in the pre-constructed database
for the most similar requests based on cosine simi-
larity. The corresponding answers are selected and
serve as our answer candidates.

Masking EW in the retrieved answers In real
dialogue scenes, the reply’s sentence structure

might be similar but the involved entities are usu-
ally different. To prevent the model from copy-
ing these entities, we introduce another array Rr
similar to Rh mentioned before. Finally, the re-
trieved candidate answers are encoded into low-
dimension distributed representations, denoted as
AN = {a1, a2, · · · , am}, where m is the total
number of the words. Moreover, by an interac-
tion between cK and AN = {a1, a2, · · · , am}, we
obtain a dense vector ha as the representation of
the retrieved answers,

ha =W2tanh

(
m∑

i=1

(
W1

[
cK ; ai

])
)

(3)

3.3 Decoder Module
We first apply Gated Recurrent Unit (GRU) (Chung
et al., 2014) to obtain the hidden state ht,

ht = GRU
(
φemb(yt−1), h

∗
t−1

)
(4)

where φemb(·) is an embedding function that maps
each token to a fixed-dimensional vector. At the
first time step, we use the special symbol “SOS”
as y0 and the initial hidden state h∗0 = ha. h∗t−1

consists of three parts, namely, the last hidden state
ht−1, the attention over C = {c1, c2, · · · , cK}
from the encoder module, denoted as Hc, and Hg,
which is calculated by linearly transforming last
state ht−1 and ha with a multi-layer perceptron
network. We formulate Hc and Hg as follows:
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Attention over C = {c1, c2, · · · , cK} Since
MemNN consists of multiple hops, we believe that
different hops are relatively independent and have
their own semantic meanings over the history dia-
log. At different time steps, we need to use different
semantic information to generate different tokens,
so our aim is to get a context-aware representation.
We can achieve it by applying attention mechanism
to the hidden states achieved at different hops,

Hc =

K∑

i=1

αi,tc
i, αi,t =

eη(ht−1,ci)

∑K
i=1 e

η(ht−1,ci)
(5)

where η is the function that represents the corre-
spondence for attention, usually approximated by
a multi-layer neural network.

Template-guided gating mechanism As re-
ported in Song et al. (2018), the top-ranked re-
trieved reply is not always the one that best match
the query, and multiple retrieved replies may pro-
vide different reference information to guide the
response generation. However, using multiple re-
trieved replies may increase the probability of in-
troducing “noisy” information, which adversely
reduces the quality of the response generation. To
tackle this issue, we add a gating mechanism to
the hidden state of candidate answers, aiming at
extracting valuable “information” at different time
steps. Mathematically,

Hg = sigmoid(ha � ht−1)� ha (6)

We use element-wise multiplication to model the
interaction between candidate answers (ha) and
last hidden state of GRU. h∗t−1 is obtained by con-
catenating ht−1, Hc, and Hg.

Hybrid pointer networks We use another
MemNN with three hops for the response gener-
ation, where ht of GRU serves as the initial read-
ing head, as shown in Figure 1. The output of
MemNN is denoted as O = {o1, o2, o3} and atten-
tion weights are Po = {p1o, p2o, p3o}.

Other than a candidate softmax Pv used for gen-
erating a word from the vocabulary, we adopt the
idea of Pointer Softmax in Gulcehre et al. (2016),
and introduce an Entity Pointer Networks (EPN)
and a Pattern Pointer Networks (PPN), where EPN
is trained to learn to copy entity words from dia-
logue history (or KB), and PPN is responsible for
extracting pattern words from retrieved answers.
For EPN, we use a location softmax Ph, which

is a pointer network where each of the output di-
mension corresponds to the location of a word in
the context sequence. Likewise, we introduce a
location softmax Pr for PPN. Pv is generated by
concatenating the first hop attention read out and
the current query vector,

Pv = softmax(Wv[o
1;ht]) (7)

For Pr and Ph, we take the attention weights at
the second MemNN hop and the third hop of the
decoder, respectively: Pr = p2o and Ph = p3o. The
output dimensions of Ph and Pv vary according to
the length of the corresponding target sequence.

With the three distributions, the key issue is how
to decide which distribution should be chosen to
generate a word wi for the current time step. Intu-
itively, entity words are relatively important, so we
set the selection priority order as Pr > Ph > Pv.
Instead of using a gate function for selection (Gul-
cehre et al., 2016), we adopt the sentinel mech-
anism proposed in Madotto et al. (2018). If the
expected word is not appearing in the memories,
then Ph and Pr are trained to produce a sentinel
token4. When both Ph and Pr choose the sentinel
token or the masked position, our model will gen-
erate the token from Pv. Otherwise, it takes the
memory content using Pv or Pr.

4 Experimental Settings

4.1 Datasets
We use four public multi-turn task-oriented dialog
datasets to evaluate our model, including bAbI (We-
ston et al., 2015), In-Car Assistant (Eric and Man-
ning, 2017) , DSTC2 (Henderson et al., 2014) and
CamRest (Wen et al., 2016). bAbI is automatically
generated and the other three datasets are collected
from real human dialogs.

bAbI We use tasks 1-5 from bAbI dialog corpus
for restaurant reservation to verify the effectiveness
of our model. For each task, there are 1000 dialogs
for training, 1000 for development, and 1000 for
testing. Tasks 1-2 verify dialog management to
check if the model can track the dialog state im-
plicitly. Tasks 3-4 verify if the model can leverage
the KB tuples for the task-oriented dialog system.
Tasks 5 combines Tasks 1-4 to produce full dialogs.

4We add a special symbol to the end of each sentence.
For example, “good morning” is converted to “good morning
$$$”. Therefore, if the model predicts the location of “$$$”, it
means that the expected word is not appearing in the context
sequence.
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In-Car Assistant This dataset consists of 3,031
multi-turn dialogs in three distinct domains: calen-
dar sheduling, weather information retrieval, and
point-of-interest navigation. This dataset has an av-
erage of 2.6 conversation turns and the KB informa-
tion is complicated. Following the data processing
in Madotto et al. (2018), we obtain 2,425/302/304
dialogs for training/validation/testing respectively.

DSTC2 The dialogs were extracted from the Di-
alogue State Tracking Challenge 2 for restaurant
reservation. Following Bordes et al. (2017), we use
merely the raw text of the dialogs and ignore the
dialog state labels. In total, there are 1618 dialogs
for training, 500 dialogs for validation, and 1117
dialogs for testing. Each dialog is composed of
user and system utterances, and API calls to the
domain-specific KB for the user’s queries.

CamRest This dataset consists of 676 human-to-
human dialogs in the restaurant reservation domain.
This dataset has much more conversation turns with
5.1 turns on average. Following the data processing
in Wen et al. (2017), we divide the dataset into
training/validation/testing sets with 406/135/135
dialogs respectively.

4.2 Implementation Detail

We use the 300-dimensional word2vec vectors to
initialize the word embeddings. The size of the
GRU hidden units is set to 256. The recurrent
weight parameters are initialized as orthogonal ma-
trices. We initialize the other weight parameters
with the normal distribution N(0, 0.01) and set
the bias terms as zero. We train our model with
Adam optimizer (Kingma and Ba, 2015) with an
initial learning rate of 1e− 4. By tuning the hyper-
parameters with the grid search over the validation
sets, we find the other best settings in our model
as follows. The number of hops for the memory
network is set to 3, and gradients are clipped with
a threshold of 10 to avoid explosion. In addition,
we apply the dropout (Hinton et al., 2012) as a reg-
ularizer to the input and output of GRU, where the
dropout rate is set to be 0.4.

4.3 Baseline Models

We compare our model with several existing end-
to-end task-oriented dialogue systems5:

5Part of experimental results of baseline models are di-
rectly extracted from corresponding published papers.

• Retrieval method: This approach directly
uses the retrieved result as the answer of the
given utterance. Specifically, we use BERT-
Base as a feature extractor for the sentences,
and we use the cosine distance of the features
as our retrieve scores, and then select the one
with the highest score.

• Attn: Vanilla sequence-to-sequence model
with attention (Luong et al., 2015).

• MemNN: An extended Seq2Seq model where
the recurrence read from a external memory
multiple times before outputting the target
word (Sukhbaatar et al., 2015).

• PtrUnk: An augmented sequence-to-
sequence model with attention based copy
mechanism to copy unknown words during
generation (Gulcehre et al., 2016).

• CASeq2Seq: This is a copy-augmented
Seq2Seq model that learns attention weights
to dialogue history with copy mechanism
(Eric and Manning, 2017).

• Mem2Seq: A memory network based ap-
proach with multi-hop attention for attending
over dialogue history and KB tuples (Madotto
et al., 2018).

• BossNet: A bag-of-sequences memory archi-
tecture is proposed for disentangling language
model from KB incorporation in task-oriented
dialogues (Raghu et al., 2019).

• WMM2Seq: This method adopts a working
memory to interact with two separated mem-
ory networks for dialogue history and KB en-
tities (Chen et al., 2019).

• GLMP: This is an augmented memory based
model with a global memory pointer and a lo-
cal memory pointer to strengthen the model’s
copy ability (Wu et al., 2019).

4.4 Automatic Evaluation Metrics
In bAbI dataset, we adopt a common metric per-
response accuracy (Bordes et al., 2017) to eval-
uate the model performance. Following previous
works (Madotto et al., 2018), for three real human
dialog datasets, we employ bilingual evaluation un-
derstudy (BLEU) (Papineni et al., 2002) and Entity
F1 scores to evaluate the model’s ability to gener-
ate relevant entities from knowledge base and to
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capture the semantics of the user-initiated dialogue
flow (Eric and Manning, 2017).

BLEU We use BLEU to measure the n-gram (i.e.,
4-gram) matching between the generated responses
and the reference responses. The higher BLEU
score indicates a better performance of the conver-
sation system. Formally, we compute the 4-gram
precision for the generated response Y as:

P (Y, Ŷ ) =

∑
Ỹ min(η(Ỹ , Y ), η(Ỹ , Ŷ ))

∑
Ỹ η(Ỹ , Y )

(8)

where Ỹ traverses all candidate 4-grams, Y and
Ŷ are the ground-truth and predicted responses,
η(Ỹ , Y ) indicates the number of 4-grams in Y .
After achieving the precision, the BLEU score is
then calculated as:

BLEU = ν(Y, Ŷ ) exp(
4∑

n=1

βn logP (Y, Ŷ ))

(9)
where βn = 1/4 is a weight score. ν(Y, Ŷ ) is a
brevity penalty that penalizes short sentences. The
higher BLEU score indicates better performance of
the conversation system.

Per-response Accuracy We adopt the per-
response accuracy metric to evaluate the dialog
system’s capability of generating an exact, correct
responses. A generated response is considered right
only if each word of the system output matches the
corresponding word in the gold response. The final
per-response accuracy score is calculated as the
percentage of responses that are exactly the same
as the corresponding gold dialogues. Per-response
accuracy is a strict evaluation measure, which may
only be suitable for the simulated dialog datasets.

Entity F1 Entity F1 metric is used measure the
system’s capability of generating relevant entities
from the provided task-oriented knowledge base.
Each utterance in the test set has a set of gold enti-
ties. An entity F1 is computed by micro-averaging
over all the generated responses.

5 Experimental Results

5.1 Automatic Evaluation on Four Datasets
bAbI The dataset is automatically generated
based on some rules, thus many requests and their
corresponding replies are quite similar in terms of
the syntactic structure and the wording usage. Ac-
cording to the results shown in Table 5, we can

Method BLEU Ent.F1 Sch.F1 Wea.F1 Nav.F1
R+

h & R+
r 12.8 37.8 50.0 37.9 27.5

R+
h & R−

r 12.5 36.1 49 34.6 26.7
R−

h & R+
r 12.3 36.8 49.8 36.6 26.1

R−
h & R−

r 11.6 34.8 48.3 31.8 26.5

Table 2: Masking comparison experiment on In-Car As-
sistant. + means with masking and − denotes without.
R+

h & R+
r means that we simultaneously mask NEW

and EW in the history dialogue and retrieved answers.

θ # of RA BLEU
0.3 2.48 56.1
0.4 2.16 56.2
0.5 1.90 59.8
0.6 1.75 56.6
1.0 1.00 56.5

Table 3: Experimental results in terms of BLEU on
DSTC2 by using different θ. # of RA denotes the aver-
age number of retrieved answers.

see that our model achieves the best per-response
scores in all the five tasks. It is also believed that
the retrieved results can contribute to guiding the
response generation in this case, which can be in-
ferred from the high threshold value (θ = 0.8).

In-Car Assistant Dataset As shown in Table 6,
our model achieves all best metrics (BLEU, Ent.F1,
Sch.F1, Wea.F1 and Nav.F1) over other reported
models. The possible reason is that the retrieved
answers with high relevance to the gold answers
provide valid sentence pattern information. By us-
ing this sentence pattern information, our model
can better control the generation of responses. Ad-
ditionally, our model improves the success rate of
generation correct entities which appeared in the
dialogue history.

Dataset BM25 word2vec BERT
Task1 68.7 63.1 74.8
Task2 80.6 83.2 93.7
Task3 83.4 77.3 80.3
Task4 87.5 87.5 87.5
Task5 82.9 66.6 83.8

DSTC2 45.3 37.3 47.1
CAMREST 27.7 29.0 30.9

KVR 33.5 33.7 35.3

Table 4: Comparison of different matching methods.
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Task Retrieval Attn MemNN PtrUnk Mem2Seq BossNet GLMP WMM2Seq THPN
Task1 74.8 100 99.9 100 100 100 100 100 100
Task2 93.7 100 100 100 100 100 100 100 100
Task3 80.3 74.8 74.9 85.1 94.5 95.2 96.3 94.9 95.8
Task4 87.5 57.2 59.5 100 100 100 100 100 100
Task5 83.8 98.4 96.1 99.4 98.2 97.3 99.2 97.9 99.6

Table 5: Per-response scores on the five tasks of the bAbI dataset with θ = 0.8.

Method BLEU Ent.F1 Sch.F1 Wea.F1 Nav.F1
Retrieval 15.3 20.1 24.9 26.3 9.4

Attn 9.3 19.9 23.4 25.6 10.8
CASeq2Seq 8.7 13.3 13.4 15.6 11.0

MemNN 8.3 22.7 26.9 26.7 14.9
PtrUnk 8.3 22.7 26.9 26.7 14.9

Mem2Seq 12.6 33.4 49.3 32.8 20.0
BossNet 8.3 35.9 50.2 34.5 21.6
THPN 12.8 37.8 50.0 37.9 27.5

Table 6: Evaluation results on the In-Car Assistant
dataset with θ = 0.3.

DSTC2 and CamRest Datasets We also present
the evaluation on DSTC2 and CamRest datasets in
Table 8 and Table 9, respectively. By comparing the
results, we can notice that our model performs bet-
ter than the compared methods. On the DSTC2, our
model achieves the state-of-the-art performance in
terms of both Entity F1 score and BLEU metrics,
and has a comparable per-response accuracy with
compared methods. On the CamRest, our model
obtains the best Entity F1 score but has a drop in
BLEU in comparison to Mem2Seq model.

5.2 Ablation Study

An ablation study typically refers to removing some
components or parts of the model, and seeing how
that affects performance. To measure the influence
of the individual components, we evaluate the pro-
posed THPN model with each of them removed
separately, and then measure the degradation of the
overall performance. Table 7 reports ablation study
results of THPN on bAbI and DSTC2 datasets by
removing retrieved answers (w/o IR), removing
EPN and PPN in decoding (w/o Ptr), removing
answer-guided gating mechanism (w/o Gate), re-
spectively. For example, “w/o Gate” means we do
not use the answer-guided gating mechanism while
keeping other components intact.

If the retrieved answer is not used, the perfor-
mance reduces dramatically, which can be inter-
preted that without the guiding information from

the retrieved answer, the decoder may deteriorate
quickly once it produce a “bad” word since it solely
relies on the input query.

If no copy mechanism is used, we can see that
Entity F1 score is the lowest, which indicates that
many entities are not generated since these en-
tity words may not be included in the vocabulary.
Therefore, the best way to generate some unseen
words is to directly copy from the input query,
which is consistent with the findings of previous
work (Eric et al., 2017; Madotto et al., 2018).

If the gate is excluded, we can see around 2%
drop for DSTC2. A possible reason is that some
useless retrieved answers introduce “noise” to the
system, which deteriorates the response generation.

5.3 Effect of Masking Operation

To validate the effectiveness of the masking oper-
ation, we carry out a comparison experiment on
In-Car Assistant, and present the results in Table 2.
From Table 2, we can see that R+

h & R+
r achieves

the best performance while R−
h & R−

r has the low-
est scores. By diving into the experimental results,
we find that if we do not mask EW in the retrieved
answers, the model copies many incorrect entities
from the retrieved answers, which reduces the En-
tity F1 scores. If we do not mask NEW in the
history dialogue, the percentage of NEW copied
from the history dialogue is high, most of which are
unrelated to the gold answer, thus bringing down
the BLEU score.

5.4 Analysis on Retrieved Results

Comparison of Different Retrieval Methods
According to our preliminary experimental results,
we observed that better retrieved candidate answers
could further improve the overall model perfor-
mance in response generation. Therefore, we also
conduct experiments to evaluate the effectiveness
of three popular text matching methods, including
BM25 (Robertson et al., 2009), word2vec (Mikolov
et al., 2013a) and BERT (Devlin et al., 2018).
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Task
Task1 Task2 Task3 Task4 Task5 DSTC2 DSTC2 DSTC2

(BLEU) (BLEU) (BLEU) (BLEU) (BLEU) (BLEU) (F1) (Per-Res)
THPN 100 100 98.9 100 99.9 59.8 76.8 47.7

W/O IR 100 100 96.5 100 99.2 57.8 73.2 45.9
W/O Ptr 100 100 97.7 89.9 98.5 58.1 72.6 46.1

W/O Gate 100 100 95.9 94.4 99.2 57.7 74.1 45.8

Table 7: Ablation test results of our THPN model on bAbI and DSTC2 datasets.

Method Ent.F1 BLEU
Retrieval 21.1 47.1

Attn 67.1 56.6
KV Net 71.6 55.4

Mem2Seq 75.3 55.3
GLMP 67.4 58.1
THPN 76.8 59.8

Table 8: Evaluation on DSTC2(θ = 0.5).

Method Ent.F1 BLEU
Retrieval 7.9 21.2

Attn 21.4 5.9
PtrUnk 16.4 2.1
KV Net 9.1 4.3

Mem2Seq 27.7 12.6
THPN 30.9 12.9

Table 9: Evaluation on CamRest(θ = 0.4).

Here, BLEU is utilized as our evaluation criterion.
From the experimental results shown in Table 4,
we can see that using BERT (Devlin et al., 2018),
a transformer-based pre-trained language model,
achieves the highest BLEU scores. A possible rea-
son is that the size of each training dataset is lim-
ited, the word co-occurrence based algorithms (e.g.,
BM25) may not capture the semantic information,
thus result in poor retrieving performance.

One vs. Multiple Retrieved Answers Cosine
similarity is not an absolute criterion and there is no
guarantee that a candidate with higher cosine value
will always provide more reference information to
the response generation. Therefore, we conduct an
experiment to investigate the effect of the number
of retrieved answers. By setting different cosine
threshold values θ, we retrieve different numbers
of answer candidates. In particular, if no answer
candidate satisfies the given threshold, we choose
one with the highest cosine value. To limit the
number of retrieved answers, we only select the
top-3 results if there are more than three answer

candidates that have higher consine values than the
given threshold θ.

Table 3 gives the experimental results of DSTC2
dataset under different threshold θ values. When
θ is set to be 1.0, it is considered as a special case
where only one answer is retrieved. We can ob-
serve that using multiple answer candidates obtains
higher performance than only using one result. It
is intuitive that the model will be misguided if the
retrieved single answer has no relation to the given
request, and using multiple candidate answers can
ameliorate this issue.

Setting of θ Although using more retrieved an-
swers might improve the chance of including the
relevant information, it may also bring more “noise”
and adversely affect the quality of retrieved an-
swers. From Table 3, we can see that with the
reduced value of θ, the average number of retrieved
candidate answers increase, but the model perfor-
mance does not improve accordingly. Experimental
results on the other datasets demonstrate that the θ
is not fixed and needs to be adjusted according to
the experimental data.

6 Conclusion

In task-oriented dialog systems, the words and sen-
tence structures are relatively limited and fixed,
thus it is intuitive that the retrieved results can pro-
vide valuable information in guiding the response
generation. In this paper, we retrieve several po-
tentially relevant answers from a pre-constructed
domain-specific conversation repository as guid-
ance answers, and incorporate the guidance an-
swers into both the encoding and decoding pro-
cesses. We copy the words from the previous con-
text and the retrieved answers directly, and gen-
erate words from the vocabulary. Experimental
results over four datasets have demonstrated the ef-
fectiveness of our model in generating informative
responses. In the future, we plan to leverage the
dialogue context information to retrieve candidate
answers turn by turn in multi-turn scenarios.
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Steve Young, Milica Gašić, Blaise Thomson, and Ja-
son D Williams. 2013. Pomdp-based statistical spo-
ken dialog systems: A review. Proceedings of the
IEEE, 101(5):1160–1179.

Yue Zhang, Rui Wang, and Luo Si. 2019. Syntax-
enhanced self-attention-based semantic role label-
ing. arXiv preprint arXiv:1910.11204.

Qingfu Zhu, Lei Cui, Weinan Zhang, Furu Wei, Yining
Chen, and Ting Liu. 2018. Retrieval-Enhanced Ad-
versarial Training for Neural Response Generation.
arXiv preprint arXiv:1809.04276.

28



Proceedings of the 1st Workshop on Document-grounded Dialogue and Conversational Question Answering, pages 29–37
August 5–6, 2021. ©2021 Association for Computational Linguistics

Automatic Learning Assistant in Telugu

Meghana Bommadi, Shreya Terupally, Radhika Mamidi
Language Technologies Research Centre

International Institute of Information Technology Hyderabad, India
meghana.bommadi@research.iiit.ac.in , shreya.reddy@students.iiit.ac.in,

radhika.mamidi@iiit.ac.in

Abstract

This paper presents a learning assistant that
tests one’s knowledge and gives feedback that
helps a person learn at a faster pace. A learn-
ing assistant (based on an automated question
generation) has extensive uses in education,
information websites, self-assessment, FAQs,
testing ML agents, research, etc. Multiple re-
searchers, and companies have worked on Vir-
tual Assistance, but majorly in English. We
built our learning assistant for Telugu language
to help with teaching in the mother tongue,
which is the most efficient way of learning1.
Our system is built primarily based on Ques-
tion Generation in Telugu.

Many experiments were conducted on Ques-
tion Generation in English in multiple ways.
We have built the first hybrid machine learn-
ing and rule-based solution in Telugu, which
proves efficient for short stories or short pas-
sages in children’s books. Our work cov-
ers the fundamental question forms with ques-
tion types: adjective, yes/no, adverb, verb,
when, where, whose, quotative, and quantita-
tive (how many/how much). We constructed
rules for question generation using Part of
Speech (POS) tags and Universal Dependency
(UD) tags along with linguistic information of
the surrounding relevant context of the word.
Our system is primarily built on question gen-
eration in Telugu, and is also capable of evalu-
ating the user’s answers to the generated ques-
tions.

1 Introduction

Research on Virtual Assistants is renowned
since they being widely used in recent times for
numerous tasks. These assistants are generated us-
ing large datasets and high-end Natural Language
Understanding (NLU) and Natural Language Gen-
eration (NLG) tools. NLU and NLG are used in

1(Roshni, 2020) (Nishanthi, 2020)

interactive NLP applications such as AI-based di-
alogue systems/voice assistants like SIRI, Google
Assistant, Alexa, and similar personal assistants.
Research is still going on to make these assistants
work in major Indian languages as well.

An automated learning assistant like our system
is not only useful for the learning process for
humans but also for machines in the process of
testing ML systems2. Research has been done for
Question Answer generating system in English3,
concentrating on basic Wh-questions with a
rule-based approach4, question template based
approaches5 etc. For a low-resourced language
like Telugu, a complete AI-based solution can
be non-viable. There are hardly any datasets
available for the system to produce significant
accuracy. A completely rule-based system might
leave out principle parts of the abstract. There is
a chance that all the questions cannot be captured
inclusively by completely handwritten rules.
Hence, we want to introduce a mixed rule-based
and AI-based solution to this problem.

Our system works on the following three
crucial steps:

1. Summarization

2. Question Generation

3. Answer Evaluation

We implemented summarization using two
techniques viz. Word Frequency (see 4.1), and
TextRank (see 4.2) which are explained further in
section 4. Summarization

We attempted to produce questions, concentrat-
ing on the critical points of a text that are generally

2(Hidenobu Kunichika, 2004)
3(Maria Chinkina, 2017)
4(Payal Khullar)
5(Hafedh Hussein, 2014)
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asked in assessment tests. Questions posed to an
individual challenge their knowledge and under-
standing of specific topics, so we formed questions
in each sentence in as many ways as possible. We
based this model on children’s stories, so the ques-
tions we wanted to produce aim to be simpler and
more objective.

Based on the observation of the data chosen and
analysis of all the possible causes, we developed
a set of rules for each part of speech that can
be formed into a question word in Telugu. We
maximized the possible number of questions in
each sentence with all the keywords. We built
rules for question generation based on POS
tags, UD tags and information surrounding the
word, which is comparable with Vibhaktis (case
markers) in Telugu grammar.

The Question Generation in manually evaluated
and the detailed error analysis is given in section
8.1. Our Learning Assistant evaluates using string
matching, keyword matching for Telugu answers,
and a pre-trained sentence transformer model us-
ing XLM-R.(Nils Reimers, 2019)

2 Related Work

Previously, Holy Lovenia, Felix Limanta et
al.[2018] (Holy Lovenia, 2018) experimented on
Q&A pair Generation in English where they suc-
ceeded in forming What, Who, and Where ques-
tions. Rami Reddy et al.[2006] (Rami Reddy
Nandi Reddy, 2006) worked on Dialogue based
Question Answering System in Telugu for Rail-
way inquiries, which majorly concentrated on
Answer Generation for a given query. Sim-
ilar work has done by (Hoojung Chung) on
dealing with practical question answering sys-
tem in restricted domain. Shudipta Sharma et
al.[2018](Shudipta Sharma) worked on automatic
Q&A pair generation for English and Bengali texts
using NLP tasks like verb decomposition, subject
auxiliary inversion for a question tag.

3 Dataset

We have used a Telugu stories dataset taken
from a website called kathalu wordpress".6 This
dataset was chosen because of a variety in the
themes of the stories, wide vocabulary and sen-
tences of varying lengths.

6https://kathalu.wordpress.com/

1. Number of stories : 21

2. Average number of sentences : 56

3. Average number of words : 281

4. Genre of the stories : Moral Stories for Chil-
dren

For testing we used stories by Prof. N. Lakshmi
Aiyar:

1. Number of stories : 5

2. Average number of sentences : 190

3. Average number of words : 1060

4. Genre of the stories : Realistic Fiction

4 Summarization

Since Telugu is a low resource language, we
used statistical and unsupervised methods for this
task. Summarization also ensures the portability
of our system to other similar low resource lan-
guages.

For summarization, we did a basic data prepro-
cessing (spaces, special characters, etc.) in addi-
tion to root-word extraction using Shiva Reddy’s
POS tagger7.

We used two types of existing summarization
techniques:

1. Word Frequency-based summarization
2. TextRank based frequency

4.1 Word Frequency-based Summarization
WFBS (Word Frequency-based Summariza-

tion) is calculated using the word frequency in the
passage.8 This process is based on the idea that
the keywords or the main words will frequently
appear in the text, and those words with lower
frequency have a high probability of being less
related to the story.

All the sentences that carry crucial information
are produced successfully by this method because
the keywords are used repeatedly in children’s
stories, subsequently causing the highest fre-
quency.

We used a dynamic ratio (a ratio that can be
changed or chosen by the user as an input) for get-
ting the desirable amount of summary (short sum-
mary or a longer summary, for example: k% of

7http://sivareddy.in/downloads
8(Ani Nenkova) (Mr. Shubham Bhosale)
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the sentences, the system will output k% of sen-
tences with the highest frequent words from the
dictionary) This ratio, when dynamically changed,
performed better than the fixed ratio of word selec-
tion.

Steps followed in WFBS are:

1. Sentences are extracted from the input file.
2. The file is prepossessed and the words are to-

kenized.
3. Stop words are removed.
4. Frequency of each word is calculated and

stored in dictionaries.
5. The sentences with least frequent word are

removed.
6. Calculated the ratio of words that occur in

highest to lowest frequency order.

4.2 TextRank based Frequency
TextRank is a graph-based ranking model9 that

prioritizes each element based on the values in the
graph. This process is done in the following steps:

1. A graph is constructed using each sentence as
a node

2. Similarity between the two nodes is marked
as the edge weight between the nodes

3. Each sentence is ranked based on the similar-
ity with the whole text

4. The page-rank algorithm is run until conver-
gence

5. The sentences with top N ranking as summa-
rized text is given as the output

The TextRank algorithm is a graph based method
that updates the sentence score WS iteratively
using the following equation (1).

WS (Vi) = (1−d)+d ∗ ∑
ViεIn(Vi)

wi j

∑VkεOut(V j)
w jk

WS(Vj)

(1)

Where d = damping factor (0.85), wij is the
similarity measure between ith and jth sentences.

This method has the advantage of using the
similarity between the two sentences to rank them

9(Joshi, 2018)(Liang, 2019)

instead of high-frequency words.

We used two kinds of similarity measures
for the TextRank based summarization:

1. Common words: A measure of similarity
based on the number of common words in
two sentences after removing stop words. We
used root word extraction of the common
words for better results since Telugu is a
fusional and agglutinative language and has
repeated words with a different suffix each
time.

2. Best Match 25: A measure of the similar-
ity between two passages, based on term fre-
quencies in the passage.10

The results observed by this method captures
crucial information of the story, but lesser read-
ability and fluency was observed. Within the sim-
ilarity measures, BM25 has shown slightly better
results since the BM25 algorithm ranks sentences
based on the importance of particular words (in-
verse document frequency - IDF) instead of just
using the frequency of words.

5 Answer Phrase Selection

Candidate answers are words/phrases that de-
pict some vital information in a sentence. Adjec-
tives, adverbs, and the subject of a sentence are
some examples of such candidates.

The answer selection module utilizes two main
NLP components - POS Tagging (Part of Speech
tagging) and UD parsing (Universal Dependency
parsing), along with language-specific rules to de-
termine the answer words in an input sentence.

5.1 POS Tagging
We followed state-of-the-art method by Siva

Reddy et al. (2011) (Siva Reddy, 2011), Cross-
Language POS Taggers" an implementation of a
TnT-based Telugu POS Tagger 11 to parse our
data.

The tagger learns morphological analysis and
POS tags at the same time, and outputs the lemma
(root word), POS tag, suffix, gender, number and
case marker for each word.

The model was pre-trained on a Telugu corpus
containing approximately 3.5 million tokens and

10(Federico Barrios, 2016)
11https://bitbucket.org/sivareddyg/

telugu-part-of-speech-tagger/src/master/
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had an evaluation accuracy of 90.73% for the main
POS tag.

5.2 UD Tagging

A Bi-LSTM model using Keras is struc-
tured and trained using Telugu UD tags dataset
UD_Telugu-MTG". 12

The Bi-LSTM model outputs the UD tags for
each word in a sentence using Keras. We consid-
ered the subject, which is marked subj" by UD
tagger, as the selected answer phrase for a sen-
tence based on the condition that it marked root
and punctuation correctly.

This model gave 85% accurate results, includ-
ing the PAD tags(padding tags), which might not
be an adequate result, but based on the conditions
and given that the tags subj" is labeled in a sen-
tence scarcely, the results have been considered to
be acceptable.

5.3 Rules

The outputs of the POS Tagging and UD Pars-
ing modules are used as the crucial markers in our
language-specific rules. In addition to conditions
based on word surroundings, these tags select one
or more answer phrases in each sentence.

We classify the rules into different categories,
typically based on their usage and interrogative
forms.

1. Quantifiers, Adjectives, Adverbs: Words
with the QC, RB, and JJ POS tag, respec-
tively. For words with JJ tags, the word and
the corresponding determiners (if present) are
selected as the answer candidate.

2. Possession based: Words with PRP and
NN tags that have suffixes as "టి","యొకక్",

"కి" and "కు" (Ti",yokka",ki" and ku"). The
suffix "టి" (Ti") is used for words like
"అతని", "వాళళ్", "కంటి", "విదాయ్రు

ధ్

ల" (atani"-his,
vAlla"-their’s, kanTi"-eyes’, vidyArthula"-
students’)

3. Time-Place based : Noun words with a
"లొ" (lO") suffix, along with other words
present in custom list of time-related words
("మారిన్ంగ్", "ఇయర్")(morning", year") come
under this category.

12https://github.com/UniversalDependencies/
UD_Telugu-MTG (Bogdani, 2018)

4. Direct and Reported Speech: The word
"అని" is generally used to denote direct speech
in Telugu. Phrases before the word "అని",
along with phrases in quotation marks, are
chosen as answer phrases.

5. Verbs: Telugu follows the SOV (Subject Ob-
ject Verb) structure, in general. If the last
word has a V" POS tag in a sentence, then
we selected the verb and adjacent adverbs as
an answer candidate.

6. Subject: We use the UD tags to determine
the subject of a sentence. As an additional
check, we only select the candidate subjects
in those sentences whose last word is tagged
as the root verb, and the subject is a noun.

6 Question Formation

Questions are formed according to the chosen
phrases chosen previously, and the question words
are replaced using further conditions if required.

1. Quantifiers, Adjectives, Adverbs: The
words that are marked JJ POS are replaced
with "ఎటువంటి" (eTuvanti"- what kind of)
RB POS tagged that are followed by verbs
with "గా" (gA") suffix are replaced by "ఎలా"
(elA"-how) and the QC tagged words that
are not articles ("ఒక" (oka"- one/once) were
chosen and changed based on the following
word. If the quantifier is followed by "శాతం",
"మంది" ,"వరకు" (shAtam",maMdi",varaku")
then the word is replaced with "ఎంత" (eMta"-
how much), if the quantifier has a suffix it is
added to the question word.

For example: "1700కు" - "ఎంతకు" (eM-
taku) and the rest of the quantifiers like
ఐదు పిచుచ్కలు (meaning five sparrows) are
replaced with "ఎనిన్" (enni"-how many) ("ఎనిన్
పిచుచ్కలు" (how many sparrows) in this case).

2. Possession based: The nouns and pronouns
that satisfied the rules are replaced with
"ఎవరి" (evari"-whose ) and the dative cases
are replaced with "ఎవరికి" (evariki"-to whom).
This could be an exception for non-human
nouns and pronouns. In the children’s stories,
most of the nouns are personified, so there
were fewer errors than we presumed.

For example: A sentence with a phrase
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like "రాముడి ఇలు

ల్

..." (ram’s house...) would
form a question like "ఎవరి ఇలు

ల్

.." (whose
house..)

3. Time-Place based: We made a list of words
that are used to convey time. If the lemma of
the word matched the word in the dictionary,
then we marked it time" and was replaced
with "ఎపుప్డు" (eppuDu"-when) or else it was
marked as a place and replaced with "ఎకక్డ"
(ekkaDa"-where).

For example: A sentence with the phrase
"రేపు వసాత్డు" (he will come tomorrow) will
form a question "ఎపుప్డు వసాత్డు?"(when will
he come).

4. Direct and Reported Speech : The whole
speech phrase or the phrase that is quoted
is replaced with "ఏమని" (Emani") in the
sentence.

For example: A phrase in quotes in a
sentence like దురోయ్ధనుడు "ఏమంటివి ఏమంటివి..!"

అని అనాన్డు. (Duryodhan said,"what did
you say..!".) would form a question like
దురోయ్ధనుడుఏమనిఅనాన్డు? (what did Duryo-
dhan say?)

5. Verbs : The verb is replaced with "ఏమిచేసూత్"

Emi cEstu"-doing what) + <suffix>". The ap-
propriate suffix is chosen from the informa-
tion lost in the lemmatized word.

Additionally, the verb tags were used to form
polar questions. The interrogative form of
a sentence in Telugu can be constructed by
adding intonation to the verb, so we added
"ఆ" (A") vowel at the end of the verb to make
a yes or no question. The answer phrase to
this question would be "అవును" (avunu"-yes),
followed by the original phrase.

For example: A sentence with a verbal
phrase like "సీత వెళుతూ ఉంది"(Sita is going)
will form a question like "సీత ఏమి చేసూత్ ఉంది?

"(What is Sita doing?).

6. Subject : Based on the suffix of the verb the
subject is replaced with "ఏది", "ఏవి" or "దేని",
"వేటికి" (meaning what, which simultane-
ously) or "ఎవరు" (evaru"-who) if the subject
has a gender and marked a human in POS

tags, and the root suffix is changed accord-
ingly for "ఎవరు" (evaru"-who (honorific)).

For example: "గంగ అకక్డి నుంచి వెళి

ల్

పోయింది."

(Ganga left from that place) forms a question
like "ఎవరు అకక్డి నుంచి వెళి

ల్

పోయారు?" (Who
left from there?).

7 Answer Evaluation

User’s answer for the question generated is eval-
uated in two ways depending on the form of input.

1. Telugu Answer Evaluation
2. Multilingual Answer Evaluation

7.1 Telugu Answer Evaluation

A string input in Telugu is taken from the user
and string matching is done for the whole sentence
to the answer phrase stored from Question and An-
swer Pair Generation. Answer could be either in
the sentence form or in a phrasal form that has the
keywords which the question was formed on.

7.2 Multilingual Answer Evaluation

7.2.1 Sentence Transformers
Similar to word embedding, where the learned

representation of same words have similar rep-
resentation, sentence embedding (Nikhil, 2017)
maps semantic information of sentences into vec-
tors. Multilingual Sentence Embedding deals with
sentences in multiple languages that are mapped
in a closer vector space if they have similar mean-
ings.

Sentence Transformers are Multilingual Sen-
tence Embedding (Ivana Kvapilíková, 2020;
Mikel Artetxe, 2019) formed using BERT /
RoBERTa / XLM-RoBERTa & Co. with Py-
Torch13. This framework provides an easy way
of computing dense vector representation of sen-
tences in multiple languages. They are called
sentence transformers since the models are based
on transformer networks like BERT / RoBERTa /
XLM-RoBERTa etc.

We use a pre-trained sentence transformer
(Nils Reimers, 2019) based cross-lingual sentence
embedding system which can take a sentence in
a language and create an embedding in a multi-
lingual space. The answer phrases and sentences
are stored in a dictionary. The answers in a dif-
ferent language are taken as an input and are pro-

13(Reimers, 2021)(Horev, 2018) (Ferreira, 2020)
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jected into multilingual space and the similarity is
checked using cosine similarity with the stored an-
swer phrase in Telugu.

In the final system we used syntax matching to
mark the user’s answer if the input is in Telugu
and used sentence transformers if the input is in
any other lanuage.

8 Results

We obtained results that resemble commonly
used questions covering nine POS and UD tags.
The questions generated by this system are suc-
cessful and are most similar to academic questions
we see in textbooks. We did manual error analy-
sis for the question and answer pair generated. In
most cases, it has produced legible results that re-
semble human-made questions, but there were er-
rors in a few complex sentences. Out of the 916
questions formed, only 34 were either completely
erroneous or illegible. The rest were both gram-
matically correct and significant for the context of
the story. The system successfully obtained all
possible questions for each simple sentence, not
requiring further linguistic analysis.

Table 1 lists the number of times each question
word occurred and the number of times it appeared
wrong in the experiment with five stories. Table
2 in section 9 shows the sample question and an-
swers generated by the system for children stories.

8.1 Question Generation Error Analysis
The Question Generation by the system is man-

ually annotated by two human evaluators with
Computational Linguistics background. Guide-
lines given to the evaluators are:

• Question with grammatical mistakes are
marked as errors.

• Semantic errors in question are marked as er-
rors.

• Questions that are highly irrelevant to the
story are marked as errors.

Errors are equally influenced by the word tags,
the context of the word, and the word’s position in
a sentence. We analysed each and every way the
errors occurred and could occur.

Errors in elA" (’how’) questions are often
caused due to spaces between the words and
suffixes in the dataset we chose.

Question
word

Occurrences Errors

ఎలా (elA) 64 2
ఎనిన్ (enni) 76 5

ఎంతకు (eMtaku) 4 0
ఎంత (eMta) 3 0
ఎవరి (evari) 187 0
ఎవరికి (evariki) 1 0
ఏమి (Emi) 69 3
దేని (dEni) 45 10
ఎవరు (evaru) 20 0
ఎపుప్డు(eppuDu) 7 0
ఎకక్డ (ekkaDa) 21 5
ఏమిచేసూత్

(Emi cEstU)
148 2

ఏమని (Emani) 10 0
ఆ (A) 148 0

ఎటువంటి

(eTuvaMTi)
103 6

వేటికి (vETiki) 10 1

Table 1: Question Types

enni" (quantifier - based) questions are built
from diverse quantifiers (for example: time, age,
number of people - these quantifiers are often
written as sandhi with the word, which causes the
POS tagger to give ambiguous tags) and numerous
ways of writing quantifiers in Telugu. Few quan-
tifier question word errors occurred due to wrong
POS tagging of cross-coded words (words that are
actually in English but written in Telugu script).
In Telugu, two numbers are used together when
representing non-specific quantities between
the two numbers (x y means from x to y), for
example, reMDu (two) mUDu(three) nimishAlu
(minutes)" meaning two to three minutes. This
kind of representation makes the system assume
there are two quantifiers, and the sentence is
eligible for two questions based on the same.

dEni" (subject-based) questions have errors
because of ambiguous suffixes and inaccuracies in
UD tagging. The lack of human identification in
the system made human subjects also replaceable
with dEnini" instead of evarini". Another error
was due to subjects that were nominal (names)
with end syllables similar to common suffixes
(which are included as word context in the rule
formation). These names were split and formed
incorrect question words. For example, the name
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Shalini" was converted to interrogative form as
dEnini". The rest of the errors are due to wrong
POS tags, cross-codes, and initials/abbreviations.

Emi" (’what’) question forms also have similar
POS tags and cross-codes issues. Few of these
errors occurred due to punctuation marks between
the same sentence, breaking it up into multiple
sentences.

eTuvaMTi" (’what-kind-of’) question forms
run into issues where there is personification.
General questions based on adjectives for humans
are based on a person’s subtle qualities; however,
in a few cases, the adjective that was chosen is
inapt to be formed into a question (less similar
to human made question). The question that was
formed was still grammatically correct in both
human and non-human subjects; nevertheless, it is
more suitable and precise for a non-human noun.
For example (ఎలాంటి శాలిని/what kind of Shalini-
పరిచయమౖెనశాలిని/ the Shalini, that I know)

ekkaDa" (’where’) based question forms show
errors when an abstract word is used as a place,
for example - In thoughts", In that age". Certain
quantitative words in Telugu can be appended
with -lO to convey meanings like in youth", in
hundreds". They tend to pass the rules in question
generation. Our list of time-related words is not
exhaustive, so a few time-related words are also
tagged under ekkaDa" (place) because of the same
suffix.

Most of the tags are error free except for a few
ambiguous errors since the rules select answer
phrases precisely or do not consider it. Some of
the examples of the questions that are produced
by the system are listed below in Table-2 in the
appendix. The results can be improved to make
the question formation more precise by increasing
the number of rules by observing further data.

The anaphora resolution is a limitation in this
system; thus, most of the in-appropriation in the
answer section was caused due to this.

For example:

Q: ఎవరిచదువంతాసిటీలో ,దరా

జ్

గా ... సాగింది?

Q: Whose studies got completed in the city
luxuriously?
A: నీచదువంతాసిటీలో ,దరా

జ్

గా ... సాగింది .

A: Your studies got completed in the city
luxuriously.

In this case the question is aptly formed but
the answer is slightly ill-formed.

There were few errors due to the POS tagger
we used. It marked wrong POS tags for cross
coded text.

For example:

Q: నీలంకుమావత్, ఎనిన్?

Q: Neelam Kumawath, how many?
A: నీలంకుమావత్ ,ఐ .

A: Neelam Kumawath, I.

The error in this question and answer pair is
the "ఐ" ’I’ which is an initial (Neelam Kumavat,
I) is marked as a number.

9 Conclusions

We have built a mixed rule-based and AI-
based question and answer generating system with
96.28% accuracy.

We used two methods for summarization
and two similarity measures. We constructed
observation-based rules for the dataset in a partic-
ular domain. There is a chance of varying results if
we test this system for data in a different domain,
but it gives accuracies above 95% for any data in
the domain chosen.

We tested question generation in the news
article domain, which gave grammatically correct
questions. The error rate may increase if we use
complex words and phrases that need tags beyond
the proposed set of rules.

We plan to extend our work to be able to in-
clude:

1. Anaphora Resolution
2. Extending to other domains
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3. Cover more types of questions
4. Improving the UD tagging model

For testing the meticulousness of the user, as a fu-
ture task, we wish to use:

1. Questions on minor details
2. NE (Named Entities) and CN (Common

Nouns)

Q: ఎటువంటిమోటతోవంగడం కష

ట్

ంగావుంది?

A: అంతపెద
ద్

మోటతోవంగడం కష

ట్

ంగావుంది

Q: చెపుప్లు , బట

ట్

లు ,గాజులు , పళుళ్, గినెన్లుబజారులో

ఎలాకొని ,ఊళోళ్ఇంటింటికివెళి

ల్

అముమ్కునేవాడు?

A: చెపుప్లు,బట

ట్

లు ,గాజులు , పళుళ్ , గినెన్లుబజారులో

చవకగాకొని ,ఊళోళ్ఇంటింటికివెళి

ల్

అముమ్కునేవాడు

Q:సామాన

ల్

నీన్మోటకటి

ట్

,గాడిదమీదవేసి,బజారునుంచి

ఊళోళ్ ,ఊళో

ల్

నుంచితిరిగిఎవరిఇంటికితిపేప్వాడు?

A: సామాన

ల్

నీన్ మోట కటి

ట్

, గాడిద మీద వేసి , బజారు

నుంచిఊళోళ్ ,ఊళో

ల్

నుంచితిరిగిఅతనిఇంటికితిపేప్వాడు

Q: అమాయక పిచుక ఎకక్డకి, ఎందుకు అని

అడగకుండా,ఆకాకులనుగుడి

డ్

గానమిమ్ఏమిచేసింది?

A: అమాయక పిచుక ఎకక్డకి, ఎందుకు అని

అడగకుండా, ఆ కాకులను గుడి

డ్

గా నమిమ్ వాటితో

వెళిళ్ంది.

Q: పిచుకమాట నమమ్లేదు కదా , దాని వౖెపు అసహయ్ంగా

చూసిమరోఎనిన్దెబబ్లువేసారు?

A: పిచుకమాట నమమ్లేదు కదా , దాని వౖెపు అసహయ్ంగా

చూసిమరోరెండుదెబబ్లువేసారు

Q: ఆకాకులతోపిచుకకిసేన్హంఅయియ్ందా?

A: అవును,ఆకాకులతోపిచుకకిసేన్హంఅయియ్ంది.

Q: ఒకానొకపుప్డు ఎకక్డ ఒక అమాయకపు పిచుక

వుండేది?

A:ఒకానొకపుప్డు ఒక ఊరిలో ఒక అమాయకపు పిచుక

వుండేది.

Q: ఏమనిపిచుకపా
ర్

ధేయపడింది?

A:బాబోయ్! బాబోయ్! నా తపేప్మీ లేదు, నేను

అమాయకురాలిని, నేనేమీ చేయలేదు, ననున్ వదిలేయండి!

అనిపిచుకపా

ర్

ధేయపడింది.

Table 2: Sample questions generated by the
system
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10 Appendix

List of words related to time:
'అపుప్డు', 'రోజు' , 'కాలం', 'సాయంకాలం', 'ఉదయం',

'మధాయ్హన్ం', 'రాతి

ర్

', 'పగలు', 'నెల', 'వారం',

'సంవతస్రం', 'సూరాయ్స

త్

మయం', 'శుభోదయం', 'దినం',

'సమయం', 'వర

త్

మానం' , 'పూరవ్ం', 'భవిషయ్తుత్',

'సోమవారం', 'మంగళవారం', 'బుధవారం', 'గురువారం',

'శుక

ర్

వారం', 'శనివారం', 'ఆదివారం', 'మాసం'

Translations Then, day, time period, evening,
morning, afternoon, night, morning(synonym),
month, week, year, sunset, sunrise, day(syn-
onym), time, present, past, future, Monday,
Tuesday, Wednesday, Thursday, Friday, Satur-
day, Sunday, month(synonym).

Table 3: This set comprises of the time-related
words that have a high chance of being used in a
storybook.

Q:What kind of sack was hard to carry?
A:That much of a heavy sack was hard to carry.

Q:In the market how was he buying sandals,
clothes, bangles, fruits, utensils - and sold
them in the village?
A:In the market how was buying sandals,
clothes, bangles, fruits, utensils for cheap rates
and sold them in the village.

Q:Packing all the things, putting them on the
donkey, from market to village, from village to
whose house was he taking them?
A:Packing all the things, putting them on the
donkey, from market to village, from village to
his own house he was taking them.

Q:How did the innocent sparrow believed the
crows without even asking why and where?
A:The innocent sparrow believed the crows
blindly without even asking why and where.

Q:Instead of believing the sparrow, looking at
it with disgust how many times did they beat
it?
A:Instead of believing the sparrow, looking at
it with disgust they beat it 2 times.

Q:Did the sparrow made friends with the
crows?
A:Yes, the sparrow made friends with the
crows.

Q:Once upon a time where was the innocent
sparrow living?
A:Once upon a time the innocent sparrow was
living in a village.

Q:What did the sparrow say pleadingly?
A:The sparrow said pleadingly, "No! no! I
didn’t do any mistake, I’m innocent, I did
nothing, please leave me."

Table 4: Translations of the results in Table 2
in section 9
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Abstract

We apply the modular dialog system frame-
work to combine open-domain question an-
swering with a task-oriented dialog system.
This meta dialog system can answer questions
from Wikipedia and at the same time act as a
personal assistant. The aim of this system is to
combine the strength of an open-domain ques-
tion answering system with the conversational
power of task-oriented dialog systems. After
explaining the technical details of the system,
we combined a new dataset out of standard
datasets to evaluate the system. We further
introduce an evaluation method for this sys-
tem. Using this method, we compare the per-
formance of the non-modular system with the
performance of the modular system and show
that the modular dialog system framework is
very suitable for this combination of conversa-
tional agents and that the performance of each
agent decreases only marginally through the
modular setting.

1 Introduction

Nehring and Ahmed (2021) defined a modular dia-
log system (MDS) as a dialog system that consists
of multiple modules. In this paper, we want to use
this framework to combine a task-oriented dialog
system (TODS) with an open-domain question an-
swering system (ODQA). For our experiments, we
construct the TODS using the Frankenbot frame-
work trained on the CLINC150 dataset (Larson
et al., 2019) to build a dialog system from the per-
sonal assistant domain. For the ODQA system, we
use DrQA (Chen et al., 2017) which uses Wikipedia
among other corpora as knowledge sources.

The resulting meta dialog system combines the
strengths and evens out the weaknesses of both
approaches. ODQA can answer a wide range of
questions. Furthermore, one can easily extend the
system with new information as it only requires

unstructured text as a knowledge base. It is not
trivial to fix the mistakes of ODQA, so we have
little control over the system.

Creating the TODS on the other hand requires a
lot of manual work. It is not feasible to cover the
amount of questions an ODQA system can answer.
Therefore, the amount of topics that the TODS can
talk about is rather limited. The strength of the
TODS approach is its fine-grained control. Errors
can easily be corrected by adding a small amount
of training data and retraining the model. A TODS
cannot only answer questions, but it can also under-
stand other user queries. For example, the TODS
can understand greetings and respond with a greet-
ing, a task that is not possible for ODQA systems.
Another strength of TODS is the possibility to cre-
ate complex dialogs spanning multiple turns using
a dialog manager.

Question answering has been augmented with
TODS before (Banchs et al., 2013; D’Haro et al.,
2015; Coronado et al., 2015; Podgorny et al., 2019).
In this work, we apply the MDS framework to the
combination of an ODQA system and a TODS. The
other works mentioned here usually performed a
user-based evaluation showing that the meta dialog
system works. We present a method to evaluate
such a system automatically. The method inspects
module selection, ODQA and TODS individually
and measures the performance change of those
from the non-modular to the modular scenario. We
show that the performance drop is very low be-
cause the module selection performs very well in
our setup with an f1-measure of 0.964.

The remainder of this paper is structured as fol-
lows: Section 2 gives an overview over the back-
ground related to conversational agents, DrQA,
Frankenbot, the MDS framework, evaluation mea-
sures and datasets. Next, section 3 explains how
we created our dataset out of existing datasets. The
setup of our MDS and implementation details are

38



covered in section 4. Section 5 introduces our eval-
uation methodology, followed by the results and
their discussion in 6. The following sections dis-
cuss conclusions (7) and future work (8).

2 Background

2.1 Conversational Agents

Zhu et al. (2021) define ODQA as the task of iden-
tifying answers to natural questions from a large
corpus of documents. A typical system works in
two steps: First, it selects a document from the cor-
pus that contains the answer. Second, they generate
the answer from this document, either in natural
language (generative QA) or as the span of text
containing the answer (extractive QA) (Zhu et al.,
2021). Examples of such systems are DrQA (Chen
et al., 2017), QuASE (Sun et al., 2015), YodaQA
(Baudiš and Šedivý, 2015) and DeepQA (Ferrucci
et al., 2010).

There are many ways to create a TODS. In this
paper, we limit ourselves to TODS that build on
the GUS architecture (Bobrow et al., 1977). Many
modern chatbot frameworks like Amazon Alexa1,
Google Dialogflow2 and others build on this sur-
prisingly old architecture (Jurafsky and Martin,
2020). In GUS, each user utterance is processed by
the Natural Language Understanding (NLU) unit.
The NLU first performs intent classification which
is the task of assigning one of many pre-defined
user intents to the utterance. An important concept
of GUS is the semantic frame which defines a set
of slots. These slots represent information that the
dialog system needs to understand and fill in from
the user utterances in order to fulfill a task. For ex-
ample, the semantic frame ”restaurant reservation”
consists of the slots ”number of persons”, ”date
and time”. When a user utters ”I want to book a
table for three persons” the TODS can detect the
intent ”table reservation” and fill the slot ”number
of persons”. The output of the NLU is fed into
the Dialog Manager (DM). The DM keeps track
of the dialog state and can be either rule-based or
machine-learned. The dialog manager can, for ex-
ample, decide to ask about the date and time of
the reservation if the intent ”table reservation” is
detected, the slot ”number of persons” is filled out
but the slot ”date and time” is still missing. An-
swers are usually based on the dialog state. In this

1https://developer.amazon.com/en-US/
alexa

2https://cloud.google.com/dialogflow

paper, we limit ourselves to rule-based DMs and
answers written manually by the chatbot designers.
For a more detailed discussion of TODS, we refer
to Jurafsky and Martin (2020).

A MDS, as defined by Nehring and Ahmed
(2021), combines multiple dialog systems to form a
meta dialog system. Each of these dialog systems is
called a module. For each incoming user utterance,
the module selection component chooses the mod-
ule that produces the answer. The MDS framework
does not define how to implement the module se-
lection component, the actual implementation can
vary from MDS to MDS. Another characteristic
of the MDS is that modules are independent from
each other, do not share a common state and do not
share models or parameters. The MDS architecture
consists of multiple subsequent models, in contrast
to a joint architecture that uses one joint module
for all tasks. This allows the combination of differ-
ent, usually incompatible technologies under one
framework.

2.2 DrQA
Chen et al. (2017) introduced the extractive ques-
tion answering system DrQA. To answer a question,
DrQA starts with an information retrieval step to
detect the relevant article from the Wikipedia cor-
pus. The information retrieval is based on bigram
hashing and TF-IDF metrics. In the second step
DrQA uses a recurrent neural network to identify
the answer span in the retrieved document used as
context. DrQA is trained on multiple datasets, in-
cluding the Stanford Question Answering Dataset
(Rajpurkar et al., 2016).

2.3 Frankenbot
Frankenbot is a framework for TODS that is ca-
pable of holding longer conversations spanning
multiple turns by mapping the conversation onto
pre-defined dialog trees. It consists of a set of
nodes, each containing a possible answer. Further-
more, each node contains a pre-defined condition.
Conditions can be e.g. ”The detected intent is X”,
”The detected intent is Y and the slot Z is not filled
out” and similar.

Frankenbot uses the Dual Intent and Entity
Transformer (Bunk et al., 2020) as NLU for intent
classification and slot filling. First, each utterance
is processed by the NLU. Next, the dialog manager
determines which nodes are active, meaning that
they are candidates for the answer generation. Top-
level nodes are always active. Nested nodes are
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only active if their parent node produced the answer
in the previous turn. After the active nodes have
been determined, the DM evaluates the conditions
of all active nodes in a certain order (depth-first).
The first node whose condition matches produces
the answer.

2.4 Evaluation measures
In extractive QA, F1 is the standard measure (Chen
et al., 2019). It is computed over tokens in the
candidate and the reference. Automatic evaluation
measures in QA are flawed because they rely on
a gold standard of correct answers (Chen et al.,
2019). When the tested QA system gives a correct
answer which is not defined in the gold standard,
the correct answer will be counted as an error. We
note that there is still no consensus about an auto-
mated metric for question answering that correlates
well with human judgment (Chen et al., 2019).

Evaluating a TODS in an automated manner suf-
fers from similar problems but we can evaluate
individual components of the TODS. Intent classi-
fication is the task of labeling a user utterance with
one of a set of predefined intents. F1 scores are
usually used to evaluate the performance of intent
classification of the NLU component (Deriu et al.,
2019; Liu et al., 2019).

2.5 Datasets
The CLINC150 dataset (Larson et al., 2019) is a
dataset to evaluate the intent classification perfor-
mance of a TODS for the personal assistant domain.
Crowd workers wrote 22,500 user utterances for
150 intents. It contains the same amount of utter-
ances for each intent. The dataset contains 1,200
out-of-scope utterances that belong to none of the
intents which we did not use.

The Stanford Question Answering Dataset
(SQuAD) (Rajpurkar et al., 2016) is a standard
dataset for question answering which contains over
100.000+ questions. It contains a list of contexts,
and each of them is a paragraph of text. The ques-
tions are always related to a context. Furthermore,
it contains answers to the questions that are anno-
tated as a span of text from the context. It is split
into a training (80%), a development (10%), and a
test (10%) dataset.

2.6 Hybrid Dialog Systems
There are many approaches how to combine several
dialog tasks in one dialog system. One approach
is a hierarchical architecture composed of several

agents. They use a classifier to select the right agent
for each utterance (Coronado et al., 2015; Banchs
et al., 2013; Planells et al., 2013; Pichl et al., 2018)
or a ranking approach that generates answers by
each DS and then selects the best answer (Song
et al., 2018; Tanaka et al., 2019; Paranjape et al.,
2020). Other approaches use a joint architecture
to solve multiple dialog tasks (Lewis et al., 2020;
Shuster et al., 2020).

3 Creating a combined dataset for
question answering and intent
recognition

To our knowledge, no dataset exists to evaluate a
TODS and a QA system at the same time. There-
fore, we combined the SQuAD and CLINC150
datasets to form a single dataset for the evaluation
of the combined system. Beyond the original labels
from CLINC150 (intents) and SQuAD (answers),
each sample has an additional label for the module
selection which we call the true module. One must
note that due to the nature of the MDS, we need
to train each module on its own. DrQA is already
pre-trained on the SQuAD training dataset and we
did not retrain it. We kept 50% of the CLINC150
samples to train the Frankenbot and call this dataset
trainF . We then train the module selection on the
trainMS part of the dataset. For parameter selec-
tion, we reserve validMS samples. Finally, we use
the dataset testfull for the evaluation of the full
system.

dataset number of samples
all 32,390
allCLINC150 21,820
allSQuAD 10,570
trainF 11,250
trainMS 7,900
testMS 2,634
testfull 10,606

Table 1: Dataset statistics

Table 1 shows statistics about this dataset. We
used 11,250 samples to train the Frankenbot TODS
(trainF ). We do not need a training set for DrQA
in our dataset and use the development subset of
SQuAD only for trainF , validMS, and testfull.

We reserved 10,534 samples to train and vali-
date the module selection. With a 75-25 split, it
results in 7,900 samples for training (trainMS)
and 2,634 samples for testing (validMS). For the
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evaluation of the full system, we reserved 10,606
samples (testfull). We aimed for an equal amount
of samples from CLINC150 and SQuAD in the
trainMS, testMS, and testfull sections of the dataset
and therefore randomly subsampled the CLINC150
dataset.

The SQuAD dataset contains multiple questions
for each context, e.g. it contains 810 questions re-
lated to a short paragraph about a Super Bowl game.
If we split the SQuAD dataset randomly, the mod-
ule selection might overfit on such statistical cues,
learning that the word Super Bowl is a hint that this
utterance is aimed at the ODQA system. There-
fore, we did not assign the SQuAD questions to the
datasets at random, but split it along those contexts
so that each context appears in either trainMS or
testfull, but not in both.

While the input questions of SQuAD use cor-
rect casing, the user utterances of CLINC150 use
a mix of correct casing and lower casing. Fur-
thermore, CLINC150 uses punctuation marks only
sometimes while SQuAD always uses punctuation
marks, mostly question marks. This makes our
dataset unrealistic because it leads to distinguish-
ing criteria which will not occur in real world data.
We removed these differences to make the utter-
ances more uniform and therefore more realistic by
lowercasing all user utterances and removing all
punctuation marks.

Many questions from SQuAD can be answered
only when the context of the question is known. For
example the question ”Who approved of this plan?”
is only answerable with the context paragraph at
hand. DrQA retrieves the context from Wikipedia
and therefore cannot answer this question. To get
a more realistic impression of the performance of
the DrQA module, we manually annotated 100
questions from testfull that can be answered in the
ODQA scenario.

We published the dataset under the Creative
Commons Attribution Share Alike license CC-BY-
SA 4.0 under this link3.

4 Modular Dialog System

Figure 1 shows the architecture of the MDS that
we used in our experiments. It contains two mod-
ules: The ODQA system DrQA and the TODS
Frankenbot.

The module selection component decides for
each user utterance which module will answer the

3link will be available in camera ready version

Figure 1: Architecture of the MDS

utterance. We formulate this as a text classification
task with the candidate modules as target classes,
i.e., the module selection predicts each incoming
user utterance as either DrQA or Frankenbot. We
used BERT with a sequence classification head
(Devlin et al., 2019) for this classification task. It is
trained on dataset trainMS and evaluated on testMS.

4.1 Modules

Our MDS consists of the two modules DrQA and
Frankenbot. The DrQA module uses the imple-
mentation published by its authors4 without further
modification.

The Frankenbot module uses the Frankenbot
framework as the technical backend for a TODS.
We used the CLINC150 dataset to train the NLU.
The CLINC150 dataset contains single turn utter-
ances only so our dialog system does not use a
deep dialog management either. The user makes
his query, for example ”Put the lights on”. Using
this dataset the dialog system cannot ask back, for
example ”In which room?”.

Frankenbot can also predict samples as out of
scope (oos) when the confidence of the intent classi-
fication is below a certain manually defined thresh-
old. The oos class indicates that Frankenbot cannot
answer this utterance.

5 Evaluation

5.1 Evaluation of the single modules

Following the approach of the SQuAD dataset (Ra-
jpurkar et al., 2016), we measure the quality of the
DrQA module using token-based F1 scores. Fol-
lowing the approach of the CoQA challenge (Reddy
et al., 2019), we did not take the exact match mea-
sure into account.

Next we want to evaluate the quality of Franken-
bot in the MDS. One can evaluate many aspects of

4https://github.com/facebookresearch/
DrQA
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Frankenbot. Since Frankenbot’s answers are manu-
ally predefined, we make the assumption that they
are correct and we do not want to evaluate them
here. Another factor in the evaluation of dialog
systems is the dialog management. In this work,
we do not want to evaluate the quality of the dialog
management but the quality of the modular dialog
system. We argue that Frankenbot can produces
the correct answer as long when the intent clas-
sification produced the correct intent. Therefore,
we evaluate the quality of the intent classification
to estimate the quality of the TODS. We evaluate
the intent classification using F1 scores. It is a
multi-class classification setting and we use the
micro-average to calculate a weighted final score
out of the F1 scores for each intent.

5.2 Evaluation of module selection
Module selection is a classification task and there-
fore its evaluation is straightforward. We use F1
scores to calculate the performance of the module
selection. We use the testfull dataset to calculate
the scores of module selection. We repeated this
evaluation ten times and averaged the results.

5.3 Evaluation of the full system
Here, we present a framework that can evaluate
both systems jointly. The evaluation framework
can then compare the performance change from a
non-modular dialog system to a modular system.
We also repeated this evaluation ten times and av-
eraged the results.

For a fine-grained evaluation of the full system,
we calculate scores for the non-modular and for
the modular scenario. The non-modular scenario
evaluates how the system would perform if it was
not modular. Bypassing the module selection, it
evaluates each module on its own data. In our case,
it uses the CLINC150 part of the test dataset to
evaluate the Frankenbot and the SQuAD part of the
test dataset to evaluate the SQuAD.

The modular scenario evaluates the MDS. In
this scenario, we evaluate each module on its own
data again, but this time including the module se-
lection. In this setting, it is possible that the module
selection makes a mistake and incorrectly assigns
a sample to the other module.

In case we are evaluating Frankenbot and a
Frankenbot sample gets confused as DrQA, we
label it with the intent class ”oos” for out-of-scope.
This will lower the F1 score of Frankenbot, but it
will not affect the score of DrQA.

In case we misclassify a sample during DrQA’s
evaluation as Frankenbot, we assume that the di-
alog system answered with an empty string and
continue the evaluation. We could use the actual
answer of the dialog system instead of this arbi-
trary string, but we believe that the empty string
provides a more stable error because it does not
produce random matches on the token basis and
has the same length always. Again, this misclas-
sified sample only produces an error in the DrQA
module and not in the Frankenbot module.

To get a joint score for the whole system, we
take the macro-average between the F1 scores of
intent recognition and QA and name it joint F1.
This makes sense for the modular scenario only.

5.4 Questions that are answerable in ODQA
As stated earlier, we found that many questions
from SQuAD are not answerable in the ODQA
scenario. Therefore, we calculate the evaluation
once for the full dataset and once only for questions
that are answerable in the ODQA scenario. This
evaluation includes all samples from CLINC150
and 100 questions from SQuAD that we manually
annotated for being answerable without knowledge
of the context document.

This is an additional error analysis of our specific
system and not part of the evaluation method that
we suggest for this kind of MDS.

6 Results and Discussion

Table 2 shows the results of the non-modular and
modular evaluation across the evaluation using the
full dataset and the subset of the dataset containing
only questions that DrQA can answer.

F1
Franken-

bot
F1

DrQA
joint
F1

Full evaluation data
non-modular 0.897 0.340 -
modular 0.895 0.326 0.611
Questions that DrQA can answer
non-modular 0.897 0.451 -
modular 0.892 0.442 0.670

Table 2: Results

6.1 Results of module evaluation
The evaluation of Frankenbot’s NLU reports an F1
score of 0.897. The numbers are the same for the
evaluation on the full data and on questions that
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DrQA can answer, because it is an evaluation on
the same data.

The evaluation of DrQA reports an F1 score of
0.36 in the non-modular setting which is compa-
rable to the results reported in the original paper
(Chen et al., 2017). The F1 score rises to 0.451
in the subset of SQuAD questions that DrQA can
answer.

6.2 Results of Module Selection
The F1 score of the module selection is 0.964. This
shows that the module selection does not intro-
duce a large error source. This is different from
the findings of Nehring and Ahmed (2021) where
the modular setting introduced a large error. We
believe that the high quality of module selection
is partly a result of the different natures of the
datasets. CLINC150 mostly contains commands
like ”Switch on the light” or ”Play the next song in
the radio” while SQuAD contains only questions.
Our BERT-based classifier can easily distinguish
between the two. We conclude from this result that
the MDS framework is suitable for the combination
of ODQA and TODS.

6.3 Results of the full system evaluation
The very high performance of module selection
reflects itself in the results of the evaluation of
the modular setting. Since the module selection
is almost always correct, it does not introduce a
significant additional error.

It is obvious that the quality is lower in the modu-
lar scenario compared to the non-modular scenario:
The module selection is an additional source of
error only and the performance of a module can-
not improve through the module selection. This
low performance drop is an indicator that the MDS
framework is very suitable for this combination of
dialog systems.

6.4 Error analysis of module selection
Table 3 shows the confusion matrix of the module
selection over dataset testfull. In the former results
sections, we repeated each experiment 10 times and
averaged the results. In this section we show the
results of one of these 10 module selections.

The amount of DrQA samples being misclassi-
fied as Frankenbot is 26x higher than the amount of
Frankenbot samples being misclassified as DrQA.
We assume that this is due to the nature of the
datasets. Each of the intents from the CLINC150
dataset describe a narrow topic and therefore more

Frankenbot DrQA
Frankenbot 5,268 16
DrQA 421 4,903

Table 3: Confusion Matrix of module selection with
the predicted module in the rows and true label in the
columns and the true module in the columns.

suitable for the text classification of the module
selection. The questions of DrQA do not share a
common topic and are therefore harder to detect.

7 Conclusion

We used the MDS framework to combine TODS
and ODQA using the example of DrQA and
Frankenbot. Using this framework, one can extend
the capabilities of ODQA with the conversational
capabilities of a TODS. Further, we introduced
an evaluation method that a) evaluates the perfor-
mance of module selection and b) compares the
performance of the underlying ODQA and TODS
systems in the modular and in the non-modular
setting.

The evaluation showed that DrQA and Franken-
bot work very well together as a MDS. The MDS
introduces only a minimal additional error.

We believe that the MDS framework is espe-
cially suitable for practical applications because
one can extend an existing TODS with a ODQA
system or vice versa easier using MDS compared
to a framework that performs TODS and ODQA to-
gether in a joint model. Although we did not prove
it, we expect that when we exchange one of the
modules, e.g. the Frankenbot system with Rasa5,
Google Dialogflow or IBM Watson Assistant6, the
performance of the MDS will change only in that
module.

We present this evaluation framework for our
specific use case, but we expect it to generalize to
other settings as well such as using more than two
modules. It can also work with other performance
measures than F1 scores, although one needs to
think about how to calculate a joint score out of
different scores and how to deal with errors of the
module selection in the modular scenario.

5https://rasa.com
6https://www.ibm.com/cloud/

watson-assistant
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8 Future Work

The module selection showed very good results. In
future work, we want to try the module selection
with other or smaller datasets to find out if this high
performance is stable across datasets.

We showed that the combination of a single-turn
ODQA with a single-turn TODS works very well.
An interesting extension of this paper would be
to use a multi-turn ODQA as in the CoQA chal-
lenge and a multi-turn TODS and find a way to
automatically evaluate both together.
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Abstract
Information-seeking dialogue systems, includ-
ing knowledge identification and response gen-
eration, aim to respond to users with fluent,
coherent, and informative responses based on
users’ needs, which. To tackle this challenge,
we utilize data augmentation methods and sev-
eral training techniques with the pre-trained
language models to learn a general pattern of
the task and thus achieve promising perfor-
mance. In DialDoc21 competition, our sys-
tem achieved 74.95 F1 score and 60.74 Ex-
act Match score in subtask 1, and 37.72 Sacre-
BLEU score in subtask 2. Empirical analysis
is provided to explain the effectiveness of our
approaches.

1 Introduction

Recent progress in research has opened up real-life
applications of dialogue systems (Winata et al.,
2021; Ishii et al., 2021), of which information-
seeking dialogue systems are one of the major
types. The goal of such dialogue systems is to pro-
vide fluent and coherent responses with sufficient
information to users based on their needs, retriev-
ing information using the dialogue history. The per-
formance of an information-seeking dialogue sys-
tem can be evaluated from three aspects: (1) user
utterance understanding, (2) relevant knowledge
retrieval, and (3) agent response generation (Feng
et al., 2020).

This paper presents work on the DialDoc-21
Shared Task, which is to teach a dialogue system
to identify the most relevant knowledge in the as-
sociated document for generating agent responses
in natural language. It is composed of two sub-
tasks: Knowledge Identification (KI) to retrieve
the knowledge from the document, and Response
Generation (RG) to generate an agent utterance
utilizing the retrieved knowledge.

∗∗ These two authors contributed equally.

To tackle this problem, we leverage the pre-
trained language models from Liu et al. (2019a)
and Lewis et al. (2020) and explore data augmen-
tation methods with several training techniques so
as to avoid over-fitting to the DialDoc datasets and
to teach the model the general pattern of the task.
Ensemble and post-processing are conducted to fur-
ther improve the model performance. Experimen-
tal results show that data augmentation is a simple
but effective approach for knowledge identification
in information-seeking dialogue systems (Madotto
et al., 2020a), while bringing improvement to re-
sponse generation at the same time. In the DialDoc-
21 competition, our system achieved 74.95 of F1
score and 60.74 of Exact Match in subtask 1, and
37.72 SacreBLEU score (Post, 2018) in subtask 21.

2 Datasets

Doc2Dial dataset In this shared task, we mainly
focus on the Doc2Dial dataset (Feng et al., 2020).
Doc2Dial addresses the challenge of modeling dif-
ferent dialogue scenes with documents and provid-
ing free-form responses while allowing follow-up
questions from the agent. The shared task evalua-
tion is divided into a testdev phase and a test phase.
The main difference between these is that in the
test phase, out-of-domain (OOD) data samples are
included by selecting documents from the domain
which is unseen in the training process. The testdev
phase only covers 30% of the data samples in the
final test phase.

Besides Doc2Dial, several other datasets are
leveraged for augmentation, as follows:

MRQA 2019 Shared Task dataset is a collec-
tion of multiple reading comprehension datasets for
evaluating the generalization ability of QA mod-
els. Six datasets are assigned to the training split,

1The code is available at: https://github.com/
HLTCHKUST/CAiRE_in_DialDoc21.
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Model Initialization
Training

Data Method

RoBERTamrqa RoBERTalarge MRQA PT
RoBERTamrqas RoBERTalarge MRQAsmall PT
RoBERTacqa RoBERTalarge Doc2Dial, CQA FT
RoBERTaf(cqa) RoBERTacqa Doc2Dial FT
RoBERTaf(mrqa) RoBERTamrqa Doc2Dial FT
RoBERTacqa(mrqa) RoBERTamrqa Doc2Dial, CQA FT
RoBERTacqa(mrqas) RoBERTamrqas Doc2Dial, CQA FT
RoBERTaf(cqa(mrqas)) RoBERTacqa(mrqas) Doc2Dial FT

RoBERTaall RoBERTalarge
Doc2Dial, CQA,

and MRQA
FT

Table 1: The combinations of the experimental settings
for the KI subtask. Two-stage training consists of two
stages: pre-training (PT) and fine-tuning (FT).

which is not included in the evaluation. Among
them, SearchQA (Dunn et al., 2017) and Trivi-
aQA (Joshi et al., 2017) differ from the others by
the data resource and have the least generalization
ability compared to the other four datasets as re-
ported in (Su et al., 2019). In this shared task, we
consider two settings when leveraging the MRQA
dataset: MRQA and MRQAsmall which excludes
SearchQA and TriviaQA.

Conversational QA (CQA) datasets We also
introduce three CQA datasets, CoQA (Reddy et al.,
2019), QuAC (Choi et al., 2018), and DoQA (Cam-
pos et al., 2020), in the shared task because of their
similar settings to the KI process.

Wizard-of-Wikipedia (WoW) is a commonly-
used knowledge-grounded dialogue dataset (Dinan
et al., 2018). It aims at providing content-full re-
sponses to user utterances based on Wikipedia doc-
uments.

3 Methodology

We utilize a series of data-augmentation ap-
proaches to enable the model to obtain better repre-
sentations on both dialogue context and document
context and learn a general pattern of the task with
less domain bias. Namely, we have a two-stage
training paradigm, the first step is pretraining (PT)
to have a better model initialization, and the second
step is fine-tuning (FT) to adapt to DialDoc task.
For each step, we can apply the multi-task learn-
ing (MTL) strategy if we have multiple datasets
by making the datasets format uniform and treat
samples equally. As reported in Fisch et al. (2019),
a model trained on multiple dataset under similar
tasks, is supposed to provide a better initialization
for further fine-tuning and is capable of generaliz-
ing to the data samples in other domains. Thus, we

expect a model trained with MTL in the first step
to offer a better initialization and in the second step
to reduce the domain bias and avoid overfitting.

3.1 Knowledge Identification

In the KI task, we conduct experiments on a
large pre-trained model, RoBERTa-large (Liu et al.,
2019a), which has shown its effectiveness on many
QA datasets (Ju et al., 2019). The MRQA dataset
and three CQA above datasets are leveraged for
data augmentation. The combinations of the exper-
imental settings are considered as follows:

We consider using CQA datasets to enrich
the data source. RoBERTacqa is fine-tuned on
Doc2Dial and three CQA datasets using MTL
method. RoBERTaf(cqa) leverages the pre-trained
RoBERTacqa model and is fine-tuned on Doc2Dial
dataset for better performance.

We train the RoBERTa model on MRQA daz-
taset and MRQAsmall dataset described in § 2 using
MTL respectively (denoted as RoBERTamrqa and
RoBERTamrqas). These models could be further
fine-tuned while providing a better initializa-
tion (Fisch et al., 2019). RoBERTaf(mrqa)

is to further fine-tune RoBERTamrqa on
Doc2Dial dataset. The corresponding set-
tings are also applied to RoBERTaf(mrqas)

model. While RoBERTacqa(mrqa) is initial-
ized with RoBERTamrqa and fine-tuned on
Doc2Dial and three CQA datasets using MTL.
RoBERTacqa(mrqas) follows the same setting as
the former model, but use RoBERTamrqas model
for initialization instead. RoBERTaf(cqa(mrqas))

is to further fine-tune RoBERTacqa(mrqas) on
Doc2Dial dataset.
RoBERTaall is trained on Doc2Dial, MRQA

dataset and CQA datasets using MTL method.
For better readability, we summarize the model

settings in Table 1. We also explore more combi-
nations of the experimental settings, such as other
combinations of the datasets and other pre-trained
language models. However, those fail to bring
the improvements as much as those we mentioned
above.

Post-processing We further conduct post-
processing on the model predictions based on
our observation that the ground truths of the data
samples are annotated by document splits which
are provided together with the dataset. We consider
including the whole split of the document once the
prediction covers λ percent of it, where λ is set
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as 0.1. In addition, for better performance in the
shared task, we also slightly extend the predictions
when there is a “Yes” or “No” shown right in front
of the predicted spans.

Ensemble To further boost the model perfor-
mance, we build an ensemble of our existing mod-
els. We consider one prediction containing the start
position and the end position of the document as
a unit and conduct voting over all the predictions
of each data sample. The most frequent one will
be selected as the final prediction. We denote the
ensemble result as RoBERTaensemble.

Knowledge Identification Response Generation

max input length 512 max input length 300
max answer length 50 max target length 200
batch size 120 batch size 60
document stride 128 beam size 4
learning rate 3e-5 learning rate 3e-5

Table 2: The hyper-parameter settings in the shared
task.

3.2 Response Generation
To obtain natural and relevant responses, we take
advantage of the evidence to the query identified
from § 3.1 and focusing on paraphrasing the cor-
responding knowledge sentences based on the di-
alogue context. We leverage the large pre-trained
model BARTlarge (Lewis et al., 2020). The process
of training and inference can be summarized as
three steps:

Pre-training on WoW dataset. We first pre-
train the BART model on the WoW dataset for bet-
ter initialization because of its similarity with the
RG task. In the training process, the gold grounded
knowledge sentences are concatenated with the dia-
logue context and fed into the model as the inputs.

Fine-tuning on Doc2Dial dataset. In the
Doc2Dial dataset, the labels of the gold docu-
ment splits are also provided in the training and
validation set. The model is further fine-tuned
on the Doc2Dial dataset using the same compo-
nents for the input sequences in the first step. The
model could be evaluated under two scenarios:
(1) Gold mode (BARTgold), leveraging the gold
labels of the knowledge evidence in the dataset
as the knowledge inputs; (2) Prediction mode
(BARTpred), leveraging the prediction of the KI
process as the inputs.

Model # of ckpt EM F1

Testdev Phase

RoBERTalarge (baseline) - 58.08 72.17

RoBERTacqa 2 59.09(±1.01) 72.90(±0.25)
RoBERTaf(cqa) 2 58.08(±1.01) 72.23(±0.18)
RoBERTaf(mrqa) 1 58.08 72.30
RoBERTaf(mrqas) 16 59.37(±1.89) 73.51(±1.60)
RoBERTacqa(mrqa) 1 58.08 72.59
RoBERTacqa(mrqas) 6 59.60(±1.35) 73.76(±1.57)
RoBERTaf(cqa(mrqas)) 1 60.10 75.02
RoBERTaall 1 58.08 74.63
RoBERTaensemble - 63.13 77.31

RoBERTaall-postproc - 57.07(-1.01) 74.15(-0.47)
RoBERTaensemble-postproc - 63.13(-0.00) 76.73(-0.58)

Test Phase

RoBERTa∗ensemble - 60.74 74.95

Table 3: The results of the selected models on the test-
dev and test phase of subtask 1 are listed. All the re-
sults are calculated with the corresponding predictions
after post-processing except those with specific nota-
tions. For the models that are trained with multiple
random seeds, the average scores and the standard de-
viations are presented. RoBERTa∗

ensemble denotes the
results of the ensemble model on the test set.

Inference with Knowledge Evidence. During
the testdev and test phase, we leverage the pre-
dictions from the KI process as the knowledge ev-
idence components for the dialogue queries. The
model generates responses based on a concatena-
tion of the knowledge evidence and the dialogue
context.

Post-processing To avoid serious information
loss in the generations compared to the knowledge
evidence for the OOD data samples, we compare
the lengths of the knowledge evidence and the re-
sponses (denoted as Lkn and Lresp). The generated
response will be replaced by the raw knowledge ev-
idence as the final output if Lresp ≤ αLkn, where
α is set as 0.4.

4 Experiments

4.1 Training Details

Hyper-parameter Settings We apply different
settings to utilize the dialogue history for the two
subtasks. For subtask 1, we leverage all previous
turns and build the input sequence in a reverse order
to them. For subtask 2, we leverage one extra last
turn in the time order and differentiate the speakers
with special tokens. In Table 2, we list the selected
hyper-parameters utilized in the shared task.
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Model
SacreBLEU

val testdev test

BARTlarge (baseline) - 16.73 -
Gold 45.67 - -
RoBERTaensemble 38.78 37.45 38.68

BARTgold 20.17 - -
+WoW pre-traning 48.24 - -

BARTpred 16.67 16.72 16.45
+WoW pre-traning 39.87 38.26 37.31
+WoW pre-training+postproc∗ - - 37.72

Table 4: The results of selected models on subtask 2
are listed. Gold denotes the gold knowledge evidence
labels provided in the dataset. The model denoted with
∗ is the final submission to the test phase.

Ensemble Settings In subtask 1, we make an en-
semble of all the checkpoints of the models listed in
Table 1 except RoBERTamrqa and RoBERTamrqas .
The details of the checkpoints can be found in
Tabel 3.

Metrics and Model Selection In subtask 1, the
Exact Match (EM) and uni-gram F1 score are uti-
lized as the criteria, while in subtask 2, we evaluate
the generation by SacreBLEU. We select the mod-
els with the best EM and SacreBLEU scores on
the validation set respectively, for the two subtasks.
Specifically for subtask 2, the model is selected
under the gold mode.

4.2 Results and Discussion

4.2.1 Results
The results are shown in Table 3 and Table 4. For
both subtasks, we observe gaps between the test-
dev phase and the test phase. For some of the
models in subtask 1, multiple random seeds are
applied in the training process. The performance
gap may result from the domain difference of the
partial data samples in the test phase, where the
corresponding documents are unseen in the train-
ing set. In Table 3, without post-processing on the
predictions, the model performance consistently
drops to a certain extent, which indicates that post-
processing is suitable for the Doc2Dial scenario.
Ensemble, which is a common strategy to improve
performance, shows its effectiveness in this task.

For subtask 2, the pre-training on WoW dataset
brings huge improvement to the model. Interest-
ingly, by just using the knowledge evidence pre-
dicted from the subtask 1 RoBERTaensemble model
or the gold knowledge evidence labels, the perfor-

mance can even exceed that of the generative model
on SacreBLEU scores, while the responses from
BARTpred are more fluent and natural. This may be
caused by the information loss when paraphrasing
the knowledge evidence to dialogue responses.

4.2.2 Discussion
In this task, we explore data augmentation methods
and conduct two-stage training as auxiliary training
strategy for improvement. Although resource- and
time-consuming, this approach is easy to imple-
ment and effective at enabling the model to learn
more general ability on the task.

4.2.3 Post-Challenge Improvements
From our findings, the hyper-parameter, the max-
imum answer length, is left untuned, which hurts
the QA model performance to some degree. With
a maximum answer length of 100, the EM and
F1 score on the testdev set improve by 2.53 and
1.08, respectively, while a 64.42 EM and 77.27 F1
score are achieved on the test set. With the im-
proved prediction from subtask 1, we achieve a
39.88 SacreBLEU score in subtask 2.

5 Related Work

Conversational QA is a type of reading comprehen-
sion task that requires understanding not only the
question but also the previous conversation turns.
Various datasets have been introduced in recent
years, and many of them restrict answers to be ex-
traction of a span from the reference document,
while the others allow free-form responses (Choi
et al., 2018; Reddy et al., 2019; Campos et al.,
2020).

In addition to the works to enrich the contents of
open-domain conversations by controllable gener-
ation (Lin et al., 2020; Madotto et al., 2020b), the
knowledge grounded dialogue task aims to offer
more informative conversation by leveraging an
external knowledge source (Dinan et al., 2018; Xu
et al., 2020). Relevant knowledge selection is the
key to improving the whole system, and very re-
cently, latent variable models have been attracting
more attention for this purpose (Lian et al., 2019;
Liu et al., 2019b; Kim et al., 2020; Chen et al.,
2020; Xu et al., 2021).

6 Conclusion

In this paper, we utilize data augmentation methods
and several training techniques with pre-trained
language models to tackle the challenge of the
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information-seeking dialogue task. The results
have indicated the effectiveness of our approaches.
Moreover, data augmentation methods are easy to
implement, which is promising for practical use.
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Abstract

We participate in the DialDoc Shared Task sub-
task 1 (Knowledge Identification). The task re-
quires identifying the grounding knowledge in
form of a document span for the next dialogue
turn. We employ two well-known pre-trained
language models (RoBERTa and ELECTRA)
to identify candidate document spans and pro-
pose a metric-based ensemble method for span
selection. Our methods include data augmen-
tation, model pre-training/fine-tuning, post-
processing, and ensemble. On the submission
page, we rank 2nd based on the average of nor-
malized F1 and EM scores used for the final
evaluation. Specifically, we rank 2nd on EM
and 3rd on F1.

1 Introduction

Our team SCIR-DT participates in the DialDoc
shared task in the Document-grounded Dialogue
and Conversational QA Workshop at the ACL-
IJCNLP 2021. There are two sub-tasks based on
the Doc2Dial dataset (Feng et al., 2020). The
dataset contains goal-oriented conversations be-
tween a user and an assistive agent. Each dialogue
turn is annotated with a dialogue scene, which in-
cludes role, dialogue act, and grounding in a docu-
ment (or irrelevant to domain documents). The doc-
uments are from different domains, such as Social
Security and Veterans Affairs. Sub-task1 is Knowl-
edge Identification which requires identifying the
grounding knowledge in form of document span for
the next agent turn. The input is dialogue history,
current user utterance, and associated document.
The output should be a text span. The evaluation
metrics are Exact Match (EM) and F1 (Rajpurkar
et al., 2016). Sub-task2 is text generation which
requires generating the next agent response in nat-
ural language. The input is dialogue history and

∗These three authors contributed equally.
†Corresponding author.

associated document. The output is agent utter-
ance. The evaluation metrics are SacreBLEU (Post,
2018) and human evaluations. We only participate
in sub-task 1.

2 Related Work

2.1 Document-grounded Dialogue (DGD) &
Conversational QA (CQA)

The DGD maintains a dialogue pattern where exter-
nal knowledge used in dialogues can be obtained
from the given document. Recently, some DGD
datasets (Moghe et al., 2018; Dinan et al., 2019)
have been released to exploiting unstructured docu-
ment information in open-domain dialogues. The
Doc2Dial dataset is also document-grounded dia-
logue. However, the dialogue in Doc2Dial is goal-
oriented which guides users to access various forms
of information according to their needs.

The CQA (such as CoQA (Reddy et al., 2019),
QuAC (Choi et al., 2018) and DoQA (Campos et al.,
2020)) task is also based on background document,
which aims to understand a text passage and an-
swering a series of interconnected questions that
appear in a conversation. The difference between
DGD and CQA is the dialogue of DGD is more di-
versified (including chit-chat or recommendation)
and not limited to QA. The Doc2Dial task is closely
related to the CQA tasks. It shares the challenges
and additionally introduces the dialogue scenes
where the agent asks questions when the user query
is identified as under-specified or additional verifi-
cation required for a resolute solution.

2.2 Pre-trained Language Model (PLM)

The traditional word embeddings (Pennington et al.,
2014) are fixed and context-independent, they
could not resolve the out-of-vocabulary (OOV)
problem and the ambiguity of words in different
contexts. To address these problems, Pre-trained
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Figure 1: The pipeline methods we used in the competition.

Language Models (PLMs) such as BERT (Devlin
et al., 2019) were introduced. BERT employed a
Masked language modeling (MLM) method that
first masked out some tokens from the input sen-
tences and then trained the model to predict the
masked tokens by the rest of the tokens. Concur-
rently, there was research proposing different en-
hanced versions of MLM to further improve on
BERT. Instead of static masking, RoBERTa (Liu
et al., 2019) improved BERT by dynamic mask-
ing and abandoned the Next Sentence Prediction
(NSP) loss. Instead of masking the input, ELEC-
TRA (Clark et al., 2020) replaced some input to-
kens with plausible alternatives sampled from a
small generator network and trained a discrimina-
tive model that predicted whether each token in the
corrupted input was replaced by the generator or
not. When used for downstream tasks, these PLMs
were first trained on a large corpus, then fine-tuned
on specific tasks. The contextualized embedding
has been proven to be better for the downstream
NLP tasks (Qiu et al., 2020) than traditional word
embedding. We adopt the BERT, RoBERTa, and
ELECTRA in this competition.

3 Our Method

We first use two data augmentation methods to ob-
tain a 5-times larger augmented dataset. We use the
augmented data to re-train BERT and RoBERTa
with the whole word masking technique and fine-
tune BERT, RoBERTa, and ELECTRA models. We
test several span post-processing methods and then
propose an ensemble method with trainable param-
eters for final text span selection. The pipeline we
used in this competition is illustrated in Figure 1.

3.1 Problem Statement

In sub-task 1, we focus on selecting the correct text
span as knowledge from a document. For each ex-
ample, the model is given a conversational context
C = [C1, C2, ..., C|C|] with |C| turns from different
speakers and a document K = [K1,K2, ...,K|K|]
with |K| spans as external knowledge. Each span
is labeled with start and end positions in K. The

Loss
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Dialogue History

Wj ... ...

Document

Document

P1 P2 ... Pj ... ... Position

Segment

Word

BERT/
RoBERTa/
ELECTRA

W1 W2 ... Wi ... ...

Dialogue

P1 P2 ... Pi ... ...

Figure 2: The models we used in the competition.

Table 1: Doc2Dial dataset statistics.

dataset documents dialogues turns
Train 488 3474 44149
Validation 488 661 8539
dev-test 488 198 1353
final-test 573 787 5264

model learns to select a document span Ki for the
response with probability P (Ki|K,C; Θ), Θ is the
model’s parameters. Specifically, our model adopts
the BERT-QA (Chadha and Sood, 2019) method
and predicts the start and end positions of a span,
if the predicted positions are not the boundaries
of an existing span, we use some post-processing
methods to modify them to the nearest Ki. The
selected span Ki is used for sub-task 2 to gener-
ate a response. The model structure is shown in
Figure 2. The input of the model is the sum of po-
sitional/segment/word embedding of dialogue and
document. The output is a document span.

3.2 Data augmentation

The statistics of the Doc2Dial dataset are shown in
Table 1. The final test set has an unseen domain that
is not included in the training set. Besides the final
test page, the organizers provide a dev-test page
that uses a small set for additional testing. We use
back-translation and Synonym substitution as data
augmentation methods. We adopt the google trans-
lation service1 to translate English into other lan-
guages (such as Spanish/German/Japanese/French),

1https://translate.google.com
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then back-translated them into English2. Finally,
we obtain 5-times document+dialogue data to pre-
train the PLMs. Then we pair the 5-times dialogue
data with documents translated from different lan-
guages, which gives 25 times data for fine-tuning.

3.3 Pre-training and Fine-tuning
We use the augmented data to pre-train two mod-
els: BERT and RoBERTa. We follow the Masked
Language Model method with the whole word
masking technique. We do not pre-train the
ELECTRA model because we hope our ensem-
ble method could leverage the prediction results
from RoBERTa and ELECTRA to achieve a good
performance on both seen and unseen domains. We
pre-train RoBERTa on the augmented data to get
a good performance on the seen domains. Mean-
while, we hope that ELECTRA can get a good
prediction on the unseen domain. The unseen do-
main in the final-test set requires the knowledge
packed in the parameters of the pre-trained model.
Pre-training ELECTRA will lose this knowledge.

When fine-tuning these models (BERT,
RoBERTa, and ELECTRA), the model structure
and training objective is the same as the common
method used in the span-extraction Reading
Comprehension task. The training objective is
defined as the sum of negative log probabilities of
the true start and end positions by the predicted
distributions, averaged over all N examples:

L =− 1

N

N∑

n=1

[logP (Sstart
n ) + logP (Send

n )], (1)

where Sstart
n and Send

n are the ground-truth span
start and end positions of the n-th example .

3.4 Post Processing
Since the document is divided into consecutive
spans and the task requires identifying a single
span, we propose two different post-processing
methods to fix the wrong predictions. The goal
of these methods is to process the predicted incom-
plete span into a complete one. The first method is
to expand the predicted start/end to the boundary
of one standard span when the predicted positions
are within it. The second is to move the predicted
start/end to the boundary of the nearest span when
the predicted positions are across two spans.

2When the back-translation sentence is the same as the
original sentence, we employ synonym substitution with Word-
net (https://wordnet.princeton.edu/) to increase diversity.

3.5 Ensemble Method

Algorithm 1: Metric-based ensemble method.
1 : During training: Metric = F1 or EM;
2 : Input: SR, SE , S, W̃R, W̃E , Sgt.
3 : Output: Weight for each model.
4 : for p ∈ range(start=0, stop=1, step=0.1) do
5 : Score = 0
6 : for k ∈ {validation set} do
7 : Initialize W: {Wi = 0, i = 1, 2, ..., T}
8 : for i ∈ [1, T]; do
9 : Wi = p · W̃R

i + (1− p) · W̃E
i

10: end for
11: Score += Metric(Sargmax(W ), Sgt)
12: end for
13: Record weight p∗ for the Best Score.
14: end for
15: During test:
16: for k ∈ {test set} do
17: Initialize W: {Wi = 0, i = 1, 2, ..., T}
18: for i ∈ [1, T]; do
19: Wi = p∗ · W̃R

i + (1− p∗) · W̃E
i

20: end for
21: Sk = Sargmax(W )

22: end for

We propose a simple but efficient ensemble
method (Algorithm 1 shows the details) to utilize
the advantages of different models. For each ex-
ample, we calculate top N span candidates from
each model and sort them in descending order
with respect to model confidence. Each span is
given a weight which is the reciprocal of its rank-
ing number plus one. For example, candidates
from RoBERTa are SR

j , (j = 1, 2, ..., N ), and
the corresponding weight is WR

j = 1
j+1 . Simi-

larly, SE
j and WE

j for ELECTRA. Then we use
these candidates to form a final candidate dictio-
nary Si, (i = 1, 2, ..., T ), N ≤ T ≤ 2N , and the
ensemble weight Wi of Si, is calculated by Wi =
p · W̃R

i +(1 − p) · W̃E
i , (i = 1, 2, ..., T ). p is a

hyperparameter and W̃R
i = WR

j if there is a j such
that SR

j
∼= Si, 0 otherwise. ∼= means exact match

here and W̃E
i follows the same definition. Then we

use a specific metric, such as F1 or EM, to learn
the optimal p* with all examples in the validation
set. When testing, we select one candidate as our
final prediction using the learned weight3.

3For example, a text span ranks 3rd in RoBERTa and ranks
4th in ELECTRA, p*=0.2, then the final weight to re-rank this
span in S is 0.2*0.25+0.8*0.2 = 0.21.
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Table 2: Experimental results. ”DA/FT/PT/PP” means ”data augmentation/fine-tuned/pre-trained/post-processing”,
respectively.

Models
On dev-test set On final-test set
F1% EM% F1% EM%

BERT (baseline - w/o DA) 66.84 48.48 66.45 48.67
BERT (FT) 67.62 50.01 67.29 49.82
RoBERTa (FT) 71.86 56.77 70.46 54.23
ELECTRA (FT) 72.51 57.58 70.91 54.64
RoBERTa (PT/FT) 72.08 60.10 71.55 58.70
ELECTRA (FT/PP) 72.79 58.08 71.27 55.65
RoBERTa (PT/FT/PP) 72.37 60.61 71.57 59.09
RoBERTa (PT/FT/PP) + ELECTRA (FT/PP) 74.09 63.13 75.64 63.91

4 Experiments and Analysis

4.1 Experimental Settings
Our implementations of BERT, RoBERTa, and
ELECTRA are based on the public Pytorch im-
plementation from Transformers4. All models are
in large size. During pre-training, we follow the
hyper-parameters setting of the original implemen-
tation. During fine-tuning, we truncated the length
of the dialogue context to 60 tokens and maximum
input length to 512 tokens. The maximum pre-
dicted span length is set to 90 words. Candidate
span size N is set to 20. We use EM as the Metric
in the ensemble method. We use a single Tesla
v100s GPU with 32gb memory, the pre-training
time is around 48 hours and fine-tuning time is
around 24 hours for each model.

4.2 Experimental Results and Analysis
In this competition, each team has five submis-
sion opportunities on the final test page5. Table
2 shows the experimental results on dev-test/final-
test sets of different models. The baseline given by
the organizer is a BERT-large model without pre-
trained on Doc2Dial data, we fine-tune the base-
line on the training set of Doc2Dial data and get
the F1 of 66.84 and EM of 48.48 on the dev-test
set. When using augmented data to fine-tune the
BERT-large model, we get 67.62 F1 and 50.01
EM. The results prove the effectiveness of dia-
logue data augmentation. We fine-tune RoBERTa
and ELECTRA with the augmented data and they
both outperform BERT. We use augmented data to
pre-train the RoBERTa model before we fine-tune
it. The F1 and EM increase to 72.08 and 60.10,

4https://github.com/huggingface/transformers
5Each team has 20 more submission opportunities after the

competition to help finish their technical report.

respectively. It proves that pre-training on task
data can further improve performance. Then we
find Post-processing helps ELECTRA on both F1
and EM. We employ the PT/FT/PP on RoBERTa
and get 72.37 F1 and 60.61 EM. At last, we em-
ploy our ensemble method on the best performance
RoBERTa and ELECTRA models and achieve
74.09 F1 and 63.13 EM on the dev-test set. The
last method also achieves our best F1 and EM
on the final-test set, the ensemble results outper-
form the best single model (RoBERTa) more than
4% on both F1 and EM. For EM, the contribu-
tion ranks from big to small are Ensemble>Pre-
training>Data Augmentation>Post Processing.

The ensemble method uses both PLM
(RoBERTa) that is pre-trained with augmented data
and PLM (ELECTRA) that is not pre-trained with
augmented data. In this way, we can leverage the
knowledge packed in the parameters of ELECTRA
for the unseen domain of the final-test data. The
ELECTRA(FT/PP) got an EM of 55.65 on the
final-test set and the RoBERTa(PT/FT/PP) got an
EM of 59.09. The ensemble method increased
the EM to 63.91, indicating that the two models
have a great difference of choice in spans and our
ensemble method leverages the difference between
the two models to achieve a better result.

5 Conclusion

We introduced our submission for Doc2Dial Shared
Task. In sub-task 1, our model is based on
RoBERTa and ELECTRA. We propose a simple
but efficient ensemble method for knowledge se-
lection in multi-turn dialogue. Our team SCIR-DT
ranks 2nd on the final submission page. Apart from
the methods we introduced, there are other meth-
ods that could further improve the performance of
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our model. For example, Feng et al. (2020) proved
the dialogue act information was useful for sub-
task 1; there are some noisy data such as empty
responses in the dialogue data could be filtered
out during training; employing machine reading
comprehension dataset such as SQuAD (Rajpurkar
et al., 2016) or CQA dataset such as CoQA (Reddy
et al., 2019) for pre-training and fine-tuning may
also be helpful. However, due to the time limitation,
we did not try all these methods during the com-
petition. We hope these methods and experiences
would be helpful for future contestants.
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Abstract

This paper summarizes our entries to both sub-
tasks of the first DialDoc shared task which
focuses on the agent response prediction task
in goal-oriented document-grounded dialogs.
The task is split into two subtasks: predicting a
span in a document that grounds an agent turn
and generating an agent response based on a
dialog and grounding document. In the first
subtask, we restrict the set of valid spans to the
ones defined in the dataset, use a biaffine clas-
sifier to model spans, and finally use an ensem-
ble of different models. For the second sub-
task, we use a cascaded model which grounds
the response prediction on the predicted span
instead of the full document. With these ap-
proaches, we obtain significant improvements
in both subtasks compared to the baseline.

1 Introduction

Unstructured documents contain a vast amount of
knowledge that can be useful information for re-
sponding to users in goal-oriented dialog systems.
The shared task at the first DialDoc Workshop fo-
cuses on grounding and generating agent responses
in such systems. Therefore, two subtasks are pro-
posed: given a dialog extract the relevant informa-
tion for the next agent turn from a document and
generate a natural language agent response based
on dialog context and grounding document. In this
paper, we present our submissions to both subtasks.

In the first subtask, we focus on modeling spans
directly using a biaffine classifier and restricting
the model’s output to valid spans. We notice that
replacing BERT with alternative language models
results in significant improvements. For the sec-
ond subtask, we notice that providing a generation
model with an entire, possibly long, grounding doc-
ument often leads to models struggling to generate
factually correct output. Hence, we split the task
into two subsequent stages, where first a ground-

ing span is selected according to our method for
the first subtask which is then provided for gen-
eration. With these approaches, we report strong
improvements over the baseline in both subtasks.
Additionally, we experimented with marginalizing
over all spans in order to be able to account for
the uncertainty of the span selection model during
generation.

2 Related Work

Recently, multiple datasets and challenges con-
cerning conversational question answering have
been proposed. For example, Saeidi et al. (2018)
introduced ShARC, a dataset containing ca. 32k
utterances which include follow-up questions on
user requests which can not be answered directly
based on the given dialog and grounding. Simi-
larly, the CoQA dataset (Reddy et al., 2019) pro-
vides 127k questions with answers and grounding
obtained from human conversations. Closer related
to the DialDoc shared task, the task in the first
track of DSTC 9 (Kim et al., 2020) was to gener-
ate agent responses based on relevant knowledge
in task-oriented dialog. However, the considered
knowledge has the form of FAQ documents, where
snippets are much shorter than those considered in
this work.

Pre-trained trained language models such as
BART (Lewis et al., 2020a) or RoBERTa (Liu
et al., 2019) have recently become a successful
tool for different kinds of natural language under-
standing tasks, such as question answering (QA),
where they obtain state-of-the-art results (Liu et al.,
2019; Clark et al., 2020). Naturally, they have
recently also found their way into task-oriented di-
alog systems (Lewis et al., 2020a), where they are
either used as end-to-end systems (Budzianowski
and Vulić, 2019; Ham et al., 2020) or as compo-
nents for a specific subtask (He et al., 2021).
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3 Task Description

The task of dialog systems is to generate an appro-
priate systems response uT+1 to a user turn uT and
preceding dialog context uT−11 := u1, ..., uT−1.
In a document-grounded setting, uT+1 is based
on knowledge from a set of relevant documents
D′ ⊆ D, where D denotes all knowledge docu-
ments. Feng et al. (2020) identify three tasks rel-
evant to such systems, namely 1) user utterance
understanding; 2) agent response prediction; 3)
relevant document identification. The shared task
deals with the second task and assumes the result
of the third task to be known. They further split this
task into agent response grounding prediction and
agent response generation. More specifically, one
subtask focuses on identifying the grounding of
uT+1 and the second subtask on generating uT+1.
In both subtasks exactly one document d ∈ D is
given. Each document consists of multiple sec-
tions, whereby each section consists of a title and
the content. In the doc2dial dataset, the latter is
split into multiple subspans. In the following, we
refer to these given subspans as phrases in order
to avoid confusing them with arbitrary spans in the
document.

Agent Response Grounding Prediction The
first subtask is to identify a span in a given doc-
ument that grounds the agent response uT+1. It is
formulated as a span selection task where the aim
is to return a tuple (as, ae) of start and end position
of the relevant span within the grounding document
d based on the dialog history uT1 . In the context
of the challenge, these spans always correspond to
one of the given phrases in the documents.

Agent Response Generation The goal of re-
sponse generation is to provide the user with a
system response uT+1 that is based on the dialog
context uT1 and document d and fits naturally into
the preceding dialog.

4 Methods

4.1 Baselines
Agent Response Grounding Prediction For the
first subtask, Feng et al. (2020) fine-tune BERT for
question answering as proposed by Devlin et al.
(2019). Therefore, a start and end score for each
token is calculated by a linear projection from the
last hidden states of the model. These scores are
normalized using a softmax over all tokens to ob-
tain probabilities for the start and end positions. In

order to obtain the probability of a specific span,
the probabilities of the start and end positions are
multiplied. If the length of the documents exceeds
the maximum length supported by the model, a
sliding window with stride over the document is
used and each window is passed to the model. In
training, if the correct span is not included in the
window, the span only consisting of the begin of
sequence token is used as target. In decoding the
scores of all windows are combined to find the best
span.

Agent Response Generation The baseline pro-
vided for the shared task uses a pre-trained BART
model (Lewis et al., 2020a) to generate agent re-
sponses. The model is fine-tuned on the tasks train-
ing data by minimizing the cross-entropy of the
reference tokens. As input, it is provided with
the dialog context, title of the document, and the
grounding document separated by special tokens.
Inputs longer than the maximum sequence length
supported by the model (1,024 tokens for BART)
are truncated. Effectively, this means that parts of
the document are removed that may include the in-
formation relevant to the response. An alternative
to truncating the document would be to truncate
the dialog context (i.e. removing the oldest turns
which may be less relevant than the document). We
did not do experiments with this approach in this
work and always included the full dialog context in
the input. For decoding beam search with a beam
size of 4 is used.

4.2 Agent Response Grounding Prediction
Phrase restriction In contrast to standard QA
tasks, in this task, possible start and end positions
of spans are restricted to phrases in the document.
This motivated us to also restrict the possible out-
puts of the model to these positions. That is, instead
of applying the softmax over all tokens, it is only
applied over tokens corresponding to the start or
end positions of a phrase and thus only consider
these positions in training and decoding.

Span-based objective The training objective for
QA assumes that the probability of the start and
end position are conditionally independent. Previ-
ous work (Fajcik et al., 2020) indicates that directly
modeling the joint probability of start and end po-
sition can improve performance. Hence, to model
this joint probability, we use a biaffine classifier as
proposed by Dozat and Manning (2017) for depen-
dency parsing.
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Ensembling In our submission, we use an en-
semble of multiple models for the prediction of
spans to capture their uncertainty. More precisely,
we use Bayesian Model Averaging (Hoeting et al.,
1999), where the probability of a span a = (as, ae)
is obtained by marginalizing the joint probability
of span and model over all models H as:

p
(
a | uT1 , d

)
=
∑

h∈H
ph
(
a | uT1 , d

)
· p (h) (1)

The model prior p (h) is obtained by applying
a softmax function over the logarithm of the F1
scores obtained on a validation set. Furthermore,
we approximate the span posterior distribution
ph
(
a | uT1 , d

)
by an n-best list of size 20.

4.3 Agent Response Generation

Cascaded Response Generation One main is-
sue with the baseline approach is that the model
appears to be unable to identify the relevant knowl-
edge when provided with long documents. Ad-
ditionally, due to the truncation, the input of the
model may not even contain the relevant parts of
the document. To solve this issue, we propose to
model the problem by cascading span selection and
response generation. This way, we only have to
provide the comparatively short grounding span to
the model instead of the full document. This allows
the model to focus on generating an appropriate ut-
terance and less on identifying relevant grounding
information.

Similar to the baseline, we fine-tune BART
(Lewis et al., 2020a). In training, we provide the
model with the dialog context uT1 concatenated
with the document title and reference span, each
separated by a special token. In decoding, the ref-
erence span is not available and we use the span
predicted by our span selection model as input.

Marginalization over Spans Conditioning on
only the ground truth span creates a mismatch be-
tween training and inference time since the ground
truth span is not available at test time but has to be
predicted. This leads to errors occurring in span
selection being propagated in response generation.
Further, the generation model is unable to take the
uncertainty of the span selection model into ac-
count. Similar to Lewis et al. (2020b) and Thulke
et al. (2021) we propose to marginalize over all

spans S. We model the response generation as:

p
(
û = uT+1 | uT1 ; d

)
=

N∏

i

∑

s∈S
p
(
ûi, s | ûi−11 ;uT1 ; d

)

where the joint probability may be factorized into
a span selection model p

(
s | uT1 ; d

)
and a gener-

ation model p
(
uT+1 | uT1 , s; d

)
corresponding to

our models for each subtask. For efficiency, we
approximate S by the top 5 spans which we renor-
malize to maintain a probability distribution. The
generation model is then trained with cross-entropy
using an n-best list obtained from the separately
trained selection model. A potential extension
which we did not yet try is to train both models
jointly.

5 Data

The shared task uses the doc2dial dataset (Feng
et al., 2020) which contains 4,793 annotated di-
alogs based on a total of 487 documents. All docu-
ments were obtained from public government ser-
vice websites and stem from the four domains So-
cial Security Administration (ssa), Department of
Motor Vehicles (dmv), United States Department
of Veterans Affairs (va), and Federal Student Aid
(studentaid). In the shared task, each document
is associated with exactly one domain and is an-
notated with sections and phrases. The latter is
described by a start and end index within the doc-
ument and associated with a specific section that
has a title and text. Each dialog is based on one
document and contains a set of turns. Turns are
taken either by a user or an agent and described
by a dialog act and a list of grounding reference
phrases in the document.

The training set of the shared task contains 3,474
dialogs with in total 44,149 turns. In addition to
the training set, the shared task organizers provide
a validation set with 661 dialogs and a testdev set
with 198 dialogs which include around 30% of
the dialogs from the final test set. The final test set
includes an additional domain of unseen documents
and comprises a total of 787 dialogs. Documents
are rather long, have a median length of 817.5,
and an average length of 991 tokens (using the
BART subword vocabulary). Thus, in many cases,
truncation of the input is required.
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Subtask 1 Subtask 2
test val test val

model F1 EM F1 EM model BLEU
baseline 67.9 51.5 70.8 56.3 baseline (ours) 28.1 32.9
RoBERTa 73.2 58.3 77.3 65.6 cascaded (RoBERTa) 39.1 39.6
ensemble 75.9 63.5 78.8 68.4 cascaded (ensemble) 40.4 41.5

Table 1: Results of our best system on test and validation set.

6 Experiments

We base our implementation1 on the provided base-
line code of the shared task 2. Furthermore, we use
the workflow manager Sisyphus (Peter et al., 2018)
to organize our experiments.

For the first subtask, we use the base and large
variants of RoBERTa (Liu et al., 2019) and ELEC-
TRA (Clark et al., 2020) instead of BERT large
uncased. In the second subtask, we use BART base
instead of the large variant, which was used in the
baseline code, since even after reducing the batch
size to one, we were not able to run the baseline
with a maximum sequence length of 1024 on our
Nvidia GTX 1080 Ti and RTX 2080 Ti GPUs due
to memory constraints. All models are fine-tuned
with an initial learning rate of 3e-5. Base variants
are trained for 10 epochs and large variants for 5
epochs.

We include agent follow-up turns in our training
data, i.e. such turns ut made by agents, where
the preceding turn ut−1 was already taken by the
agent. Similar to other agent turns, i.e. where the
preceding turn was taken by the user, these turns
are annotated with their grounding span and can
be used as additional samples in both tasks. In the
baseline implementation, these are excluded from
training and evaluation. To maintain comparability,
we do not include them in the validation or test
data.

For evaluation, we use the same evaluation met-
rics as proposed in the baseline. In the first subtask,
exact match (EM), i.e. the percentage of exact
matches between the predicted and reference span
(after lowercasing and removing punctuation, arti-
cles, and whitespace) and the token-level F1 score
is used. The second subtask is evaluated using
SacreBLEU (Post, 2018).

1Our code is made available at https://github.
com/ndaheim/dialdoc-sharedtask-21

2Baseline code is available at https://github.com/
doc2dial/sharedtask-dialdoc2021

6.1 Results

Table 1 summarizes our main results and submis-
sion to the shared task. The first line shows the re-
sults obtained by reproducing the baseline provided
by the organizers (using BART base for Subtask 2).
We note that these results differ from the ones re-
ported in Feng et al. (2020) due to slightly different
data conditions in the shared task and their paper.
The second line shows the results of our best single
model. In Subtask 1, we obtained our best results
by using RoBERTa large, trained additionally on
agent follow-up turns, and by restricting the model
to phrases occurring in the document. Using an
ensemble of this model, an ELECTRA large model
trained with the same approach, and a RoBERTa
base model trained with the span-based objective,
we achieve our best result. In the second subtask,
our cascaded approach using this model and BART
base significantly outperforms the baseline by over
10% absolute in BLEU. Using the results of the en-
semble in Subtask 2 also translates to a significant
improvement in BLEU, which indicates a strong in-
fluence of the agent response grounding prediction
task.

model F1 EM EM@5
baseline (BERT large) 70.8 56.3 68.2
ELECTRA large 75.1 63.1 79.5
RoBERTa large 77.3 65.6 82.1

– phrase restriction 77.0 65.1 79.7
– follow-up turns 76.5 64.5 80.9

– follow-up turns 75.7 63.2 80.3
RoBERTa base 74.8 63.1 79.5

+ span-based 73.6 62.5 83.0
ensemble 78.8 68.4 85.0

Table 2: Ablation analysis of our systems for subtask 1
on the validation set. The best single model results are
underlined.
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model BLEU
baseline (ours) 32.9
span marginalization 38.4
cascaded (RoBERTa large) 39.6

+ section title 39.6
+ extended context 39.5

cascaded (ensemble) 41.2
+ follow-up turns 41.2

+ beam-size 6 41.3
+ repetition-penalty 41.5

cascaded (ground truth) 46.2

Table 3: Ablation analysis of our systems for subtask 2
on the validation set.

6.2 Ablation Analysis

Agent Response Grounding Prediction Ta-
ble 2 gives an overview of our ablation analysis
for the first subtask. In addition to F1 and EM,
we report the EM@5 which we define as the per-
centage of turns where an exact match is part of
the 5-best list predicted by the model. This met-
ric gives an indication of the quality of the n-best
list produced by the model. Both RoBERTa and
ELECTRA large outperform BERT large concern-
ing F1 and EM with RoBERTa large performing
best. Removing agent follow-up turns in training
consistently degrades the results for both models.
Restricting the predictions of the model to valid
phrases during training and evaluation gives consis-
tent improvements in the EM and EM@5 scores.

Training RoBERTa base using the span-based ob-
jective, we observe degradations in F1 and EM but
observe an improvement in EM@5 which indicates
that it better models the distribution across phrases.
Due to instabilities during training, we were not
able to train a large model with the span-based
objective. Additionally, we only did experiments
with the biaffine classifier discussed in Section 3.
It would be interesting to compare the results with
other span-based objectives as the ones proposed
by Fajcik et al. (2020).

Agent Response Generation Table 3 shows an
ablation study of our results in response generation.
The results show that our cascaded approach out-
performs the baseline by a large margin. Further
experiments with additional context, such as the
title of a section or a window of 10 tokens to each
side of the span, do not give improvements. This
indicates that the selected spans seem to be suffi-

cient to generate suitable responses. Furthermore,
marginalizing over multiple spans leads to degra-
dations, which might be because training is based
on an n-best list from an uncertain model. We ob-
serve our best results when using only the predicted
span and a beam size of 6. Furthermore, we add
a repetition penalty of 1.2 (Keskar et al., 2019) to
discourage repetitions in generated responses.

Finally, the last line of the table reports the re-
sults of the cascaded method when using ground
truth spans instead of the spans predicted by a
model. That is, a perfect model for the first sub-
task would additionally improve the results by 4.7
points absolute in BLEU.

7 Conclusion

In this paper, we have described our submissions
to both subtasks of the first DialDoc shared task.
In the first subtask, we have experimented with re-
stricting the set of spans that can be predicted to
valid phrases, which yields constant improvements
in terms of EM. Furthermore, we have employed
a model to directly hypothesize entire spans and
shown the benefits of combining multiple models
using Bayesian Model Averaging. In the second
subtask, we have shown how cascading span se-
lection and response generation improves results
when compared to providing an entire document in
generation. We have compared marginalizing over
spans to just using a single span for generation,
with which we obtain our best results in the shared
task.
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Abstract

Retrieving relevant answers from heteroge-
neous data formats, for given for questions, is
a challenging problem. The process of pin-
pointing relevant information suitable to an-
swer a question is further compounded in large
document collections containing documents of
substantial length. This paper presents the
models designed as part of our submission
to the DialDoc21 Shared Task (Document-
grounded Dialogue and Conversational Ques-
tion Answering) for span prediction in ques-
tion answering. The proposed models lever-
age the superior predictive power of pretrained
transformer models like RoBERTa, ALBERT
and ELECTRA, to identify the most relevant
information in an associated passage for the
next agent turn. To further enhance the per-
formance, the models were fine-tuned on dif-
ferent span selection based question answer-
ing datasets like SQuAD2.0 and Natural Ques-
tions (NQ) corpus. We also explored ensem-
ble techniques for combining multiple models
to achieve enhanced performance for the task.
Our team SB NITK ranked 6th on the leader-
board for the Knowledge Identification task,
and our best ensemble model achieved an Ex-
act score of 58.58 and an F1 score of 73.39.

1 Introduction

In recent years, deep learning based transformer
models like BERT have accelerated research in
the Natural Language Processing (NLP) domain,
due to their outstanding performance in various
NLP tasks like summarization, machine transla-
tion etc, against state-of-the-art models. Question-
answering is one such text based Information Re-
trieval framework, focusing on generating relevant
answers to natural language questions presented
by humans. Extractive Question Answering mod-
els leverage document context to make decisions
while identifying the most relevant answer and its

location in a given passage or document. The appli-
cations of question answering systems include chat
bots in medical science, search engines, personal
assistants etc.

Several researchers have addressed the problem
of answer generation for a given question, espe-
cially focusing on the challenge of dealing with
descriptive answers. Some works deal with this
challenge in a two-phased approach - first, clas-
sifying the question into opinion-based or yes/no
questions and secondly, dealing with the issue of
lengthy questions and generating relevant answers
for them using deep neural models like LSTMs for
the question answering task Upadhya et al. (2019).
Agrawal et al. (2019) proposed a Question Answer-
ing model built on BiLSTMs pre-trained on the
SquAD dataset, to obtain appropriate ranks for an-
swers corresponding to a given question at hand.
Additionally, ensemble techniques have proven
well-suited due to better prediction performance,
while reducing the variance and bias. Adopting
ensemble techniques to combine multiple models
can provide better predictions and boost the perfor-
mance of Question Answering systems. As shown
in Fig. 1, pretrained encoders such as BERT (De-
vlin et al., 2019) with an additional linear layer
on top to predict spans have been shown to pro-
vide the advantage of transfer learning as they are
pretrained on large, open datasets.

The DialDoc21 shared task aims to encourage
the development of models that can detect the most
relevant details in the grounding document and
predict agent responses close to common human
responses. DialDoc21 is composed of two different
shared tasks –

• Subtask1 - Knowledge Identification : The
aim of the task is to find where the answer is
present (a text span) in the document context
for the next agent turn. F1 metrics and Exact
Match are the evaluation metrics for Subtask1.
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• Subtask2 - Text Generation : The task aims to
generate responses close to human spoken lan-
guage. The assessment metrics for Subtask2
are sacrebleu and individual evaluations.

Most recent Extractive Question Answering
systems are predominantly BERT based models.
Transformers like BERT, RoBERTa (Liu et al.,
2019) and XLNet (Yang et al., 2020) are exper-
imented for Extractive Question Answering task on
datasets from multiple domains and languages like
Stanford SQuAD v1.1 (Rajpurkar et al., 2016) and
v2.0 (Rajpurkar et al., 2018), Natural Questions
(Kwiatkowski et al., 2019), NewsQA (Trischler
et al., 2017) and HotpotQA (Yang et al., 2018).
Dua et al. (2019) experimented on the scenario of
multiple answer spans.

Figure 1: Base architecture for span prediction task us-
ing Transformers

In this paper, we describe various models and
experiments that were developed and tested for
the Knowledge Identification subtask. The mod-
els are built on fine-tuned, pretrained transform-
ers like RoBERTa, ALBERT (Lan et al., 2020)
and ELECTRA (Clark et al., 2020). We adopt en-
sembling techniques on multiple models to boost
the prediction performance further. As part of our
approach, we pretrained the transformer models
considered on various question-answering datasets
like SQuAD2.0, Natural Questions corpus, and
CORD-19 dataset (Wang et al., 2020) prior to fine-
tuning them for our dataset, and observe their per-
formance.

The rest of this article is organized as follows.
In Section 2, we provide information about the
data used such as description of dataset and dataset
pre-processing. Section 3 gives an overview of

models used and their different versions. In Sec-
tion 4, we describe the ensemble technique used
and the various ensemble models submitted. Sec-
tion 5 describes the system flow and experimental
setup. In Section 6, we list the results and compare
the performance of our proposed models in detail,
followed by conclusion and directions for future
work.

2 Data

2.1 Dataset Description

The organizers of the shared task provided the nec-
essary training and testing data. The training data
is taken from Doc2Dial dataset (Feng et al., 2020)
which includes dialogues between an agent and an
enduser, along with their base information in the
associated documents provided. These documents
were collected from different social websites such
as ssa.gov, va.gov, studentaid.gov and DMV
portal. The test dataset includes an unseen COVID-
19 related domain’s data (cdccov19), in addition
to other domains that are available in the training
dataset. Therefore, the unseen domain helps in test-
ing the model performance on an unknown domain
data.

2.2 Dataset Preprocessing

The average sequence length of the grounding doc-
ument is 880 which is higher than the maximum
sequence length of transformers. As a result the
document text has been truncated into sliding win-
dows with a stride value of 128. Each input sample
to the encoder includes dialogue context, which
is a combination of all previous utterances in re-
verse order and the corresponding document trunk.
An example (a combination of a question and a
document) can have multiple features (a pair of a
question and a document trunk) in case of a lengthy
context. Therefore, we have a map that links each
feature to its associated example. Additionally, an
offset map is maintained from each token to the
position of the character in the actual context.

3 Models

For the DialDoc21 knowledge identification shared
task, we experimented with various versions of
three different transformer models by fine-tuning
them on the Doc2Dial dataset. The details of these
implementations are discussed in detail in subse-
quent sections.
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3.1 RoBERTa

Facebook’s RoBERTa (Robustly optimized BERT-
pretraining approach) transformer model consid-
ers previously unexplored architecture options in
BERT pre-training. To boost the training process,
RoBERTa adopts dynamic masking approach. We
experimented with the three different RoBERTa
variants as listed below.

1. roberta-large-squadv2 : RoBERTa large fine-
tuned on SQuADv2.0 dataset.

2. roberta-base-squadv2-nq : RoBERTa base
fine-tuned on NQ and SQuADv2.0 datasets.

3. roberta-base-squadv2-covid : RoBERTa base
fine-tuned on SQuADv2.0 and CORD-19
datasets.

3.2 ALBERT

The key goal of Google’s ALBERT(A Lite BERT)
is to minimise the number of parameters in BERT
(340M parameters) as training large models like
BERT is computationally expensive and time-
consuming. ALBERT implements 2 different tech-
niques like factorization of the embedding param-
eterization and distributing all of its parameters
across layers in order to decrease the number of
parameters used in training. In our work, three
ALBERT models were considered for the analysis.

1. albert-base-squadv2 : ALBERT base fine-
tuned on SQuADv2.0

2. albert-xlarge-squadv2 : ALBERT xlarge fine-
tuned on SQuADv2.0 dataset

3. albert-xxlarge-squadv2 : ALBERT xxlarge
fine-tuned on SQuADv2.0

3.3 ELECTRA

ELECTRA (Efficiently Learning an Encoder that
Classifies Token Replacements Accurately) uses
replaced token detection (RTD), which trains a
bidirectional model such as an MLM while also
learning from the input positions similar to an LM
(Language Model). We considered two variants of
ELECTRA for the benchmarking experiments.

1. electra-base-squadv2 : electra-base fine-tuned
on SQuAD 2.0 dataset.

2. electra-large-squadv2 : electra-large language
model fine-tuned on SQuAD2.0 dataset.

4 Ensemble Models

To further enhance the performance of the proposed
models for the Knowledge Identification task, we
employed ensembling techniques for leverage the
predictive power of all the transformer models con-
sidered for the experiments. Various combinations
of the models were designed and experimented
with, in order to improve the predictions. The con-
fidence score from different models is used as a
measure to combine models. The predictions of the
model with maximum confidence score is treated
as best prediction and the same is considered for
evaluation. Initially, various models from same
groups of RoBERTa, ALBERT and ELECTRA are
ensembled together, and based on the predictions
on the validation set, few other models are added.
The following are the different combinations of
models submitted for testset evaluation.

1. roberta-ensemble : roberta-large-squadv2
+ roberta-base-squadv2-nq + roberta-base-
squadv2-covid

2. albert-ensemble : albert-base-squadv2 +
albert-xlarge-squadv2 + albert-xxlarge-
squadv2

3. electra-ensemble : electra-base-squadv2 +
electra-large-squadv2

4. Ensemble1 : alberta-ensemble + roberta-base-
squadv2-covid

5. Ensemble2 : alberta-ensemble + roberta-base-
squadv2-nq + roberta-base-squadv2-covid

The performance of all the proposed models was
measured using standard metrics, for both the val-
idation and test set, the details of which are pre-
sented in Section 6. We also employed metrics like
Exact Match and F1 score for individual pretrained
models, and also alberta-ensemble with roberta-
base pretrained on the nq and covid datasets.

5 Model Fine-tuning

In order to improve Exact Match and F1 scores,
fine-tuning and ensemble techniques were consid-
ered. The dataset provided for the test-dev phase
of the shared task is considered as validation set,
which shares the same grounding document as
training dataset. The test dataset is provided during
the test phase of the task and contains 787 end-user
questions.

During the training phase, the document trunk
along with the corresponding dialogue context was
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input to the encoder model. The output obtained
from the linear layer is a tuple representing the
probabilities of the position being the start and
end of the corresponding span. In case the ground
truth span is not inside the considered trunk, the
begin and end positions are taken as the start of the
sequence. In the decoding phase, the probability
tuples of all the trunks are considered by the model
to obtain the optimum span.

We also conducted experiments by varying hy-
perparameters such as maximum sequence length
(384, 512), batch size (4, 8, 16) and learning
rate(3e-5, 1e-4) to select best performance. Each
model has been trained for 5 epochs and during
training, checkpoints were generated for every
2000 steps. Loss reduction was examined at ev-
ery checkpoint to pick the best optimal checkpoint
that could potentially generate optimal predictions
for each model. All experiments were performed
on NVIDIA V100 GPUs with 32GB RAM. In Sec-
tion 6, the details of experiments conducted and
the observed performance are described.

6 Experimental Results and Discussion

In this section, we discuss various versions of mod-
els submitted for consideration in the final phase
on the leaderboard. Table 1 presents the observed

results for the proposed transformer models for the
metrics Exact Match and F1-score. It can be ob-
served that, among the various RoBERTa models,
fine-tuning roberta-base-squadv2-nq on Doc2Dial
achieved the best performance, which proves that
increasing the scope of data gives better results.
From Table 1, it can seen that amongst the AL-
BERT models, fine-tuning albert-xlarge-squadv2
resulted in improvements in performance when
compared to those of albert-base-squadv2.

Table 2 tabulated the results of benchmarking
of proposed ensemble models on test dataset. It is
evindent that, combining different models through
maximum confidence score ensembling technique
helped in achieving increased performance when
compared to the performance of individual mod-
els (Refer Table 1). The albert-ensemble model
was the best-performing model among ensemble
models belonging to same group such as roberta-
ensemble, albert-ensemble and electra-ensemble.
Therefore, we decided to combine cross-group
models with albert-ensemble to improve predic-
tions.

In case of Ensemble1 and Ensemble2, ap-
plying ensembling techniques on best perform-
ing RoBERTa models like roberta-base-squadv2-
nq and roberta-base-squadv2-covid with albert-
ensemble resulted in further improvements as is

Table 1: Exact Match and F1 Scores of different pretrained models on validation set

Model Exact Match F1 Score
roberta-large-squadv2 52.02 67.57
roberta-base-squadv2-nq 55.56 69.36
roberta-base-squadv2-covid 54.54 68.09
albert-base-squadv2 44.44 59.01
albert-xlarge-squadv2 50.00 63.69
electra-base-squadv2 46.46 62.37

Table 2: Exact Match and F1 Scores of proposed ensemble models

Ensemble Model
Validation Set Test Set

Exact Match F1 Score Exact Match F1 Score
roberta-ensemble 56.56 69.91 54.76 70.17
electra-ensemble 53.53 69.47 47.65 65.14
Ensemble1 59.60 73.27 57.94 73.11
Ensemble2 61.62 74.48 58.58 73.39
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Table 3: Sample question context generated by series of user and agent turns: ”user: what should I do if i go out
in public? agent: Call 911 right away user: What if symptoms worsen? agent: you are at higher risk for more
serious COVID-19 illness It is very important for you to take steps to stay healthy .s user: what if you are If you are
an older adult or someone who has severe chronic medical conditions such as heart or lung disease , or diabetes
agent: If you don t have soap and water , use an alcohol - based hand sanitizer with at least 60 % alcohol user:
What if i do not have access to soap and water?”

Model Predicted Text Span
roberta-base-squadv2-nq keep away from others who are sick, limit close contact, and wash your

hands often. Consider steps you can take to stay away from other people.
This is especially important for people who are at higher risk of getting
very sick.

roberta-ensemble keep away from others who are sick, limit close contact, and wash your
hands often.

electra-ensemble Avoid crowds as much as possible When you go out in public, keep away
from others who are sick, limit close contact, and wash your hands often.

Ensemble1 keep away from others who are sick, limit close contact, and wash your
hands often.

Ensemble2 keep away from others who are sick, limit close contact, and wash your
hands often.

evident from the tabulated values shown in Table
2. The ensemble models performed well on both
validation and test datasets, thus, underscoring the
consistent performance of proposed models on dif-
ferent datasets.

Prediction metrics on the test set also emphasize
the effectiveness of the proposed models on even
completely new and unknown domain data. Table
3 shows predicted text span for a sample question
context for different ensemble models. Amongst
them, Ensemble2 gave the optimal span followed
by Ensemble1. The Ensemble2 model gives the
best scores on both validation and test datasets
with an Exact Match score of 58.58 and F1 Score
of 73.39 on test dataset which show significant in-
crease over the baseline (Feng et al., 2020) 55.4
Exact Match score and an F1 score of 65.0 respec-
tively.

7 Conclusion and Future Work

In this paper, the application of transfer learning by
utilizing transformer models like RoBERTa, AL-
BERT and ELECTRA for Question Answering
Span Prediction task was explored. We also ex-
perimented with pretrained models on several other
datasets prior to fine-tuning it on the DialDoc21
dataset, provided as part of the DialDoc21 Shared
task. Maximum confidence score based ensem-
ble techniques were employed to combine various
base transformer models to further boost the per-

formance. We plan to extend our approach and
experiment with other ensembling techniques for
further enhancing the performance and also explore
avenues for improved scalability when applied to
larger datasets.
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Abstract

An intelligent dialogue system in a multi-turn
setting should not only generate the responses
which are of good quality, but it should also
generate the responses which can lead to
long-term success of the dialogue. Although,
the current approaches improved the response
quality, but they over-look the training signals
present in the dialogue data. We can lever-
age these signals to generate the weakly su-
pervised training data for learning dialog pol-
icy and reward estimator, and make the pol-
icy take actions (generates responses) which
can foresee the future direction for a suc-
cessful (rewarding) conversation. We simu-
late the dialogue between an agent and a user
(modelled similar to an agent with supervised
learning objective) to interact with each other.
The agent uses dynamic blocking to gener-
ate ranked diverse responses and exploration-
exploitation to select among the Top-K re-
sponses. Each simulated state-action pair is
evaluated (works as a weak annotation) with
three quality modules: Semantic Relevant, Se-
mantic Coherence and Consistent Flow. Em-
pirical studies with two benchmarks indicate
that our model can significantly out-perform
the response quality and lead to a successful
conversation on both automatic evaluation and
human judgment.1

1 Introduction

Dialog policy for multi-turn dialogue decides the
next best action to take on the environment so as to
complete the conversation based on various success
criteria. Reinforcement learning can help to learn
such a policy where the environment can be users
(human or model) and the policy takes action on
the environment from which it gets a reward signal
(Fatemi et al., 2016; Peng et al., 2017; Chen et al.,
2017; Yarats and Lewis, 2018; Lei et al., 2018; He
et al., 2018; Su et al., 2018).

1Work done prior to joining Amazon

Learning a dialogue policy using reinforcement
learning can be challenging with humans users,
since it requires a large set of samples with a reward
to train. Since there are a lot of previous works on
neural response generation (Gu et al., 2020; Zhao
et al., 2020; Zhang et al., 2019; Xing et al., 2018;
Serban et al., 2016) we can model the users also,
using any of these encoder-decoder architectures.
This helps to simulate the conversations between
the simulated user and the agent (policy model)
replying to each other (Zhao and Eskenazi, 2016;
Dhingra et al., 2016; Shah et al., 2018). Reward
signal for policy learning can be as simple as the
small constant negative reward at each turn and a
large reward at the end (if the goal completes) to
encourage shorter conversations (Takanobu et al.,
2019).

However, reward estimation for dialogue is chal-
lenging, the small constant negative reward at each
turn may lead to ending the conversation prema-
turely. Instead of handcrafting the reward at the
end based on success or failure, it is more useful
if we can evaluate reward at every turn to guide
the policy to dynamically change actions as per the
need for the user and end the conversation natu-
rally. With the growing complexity of the system
across different topics, it is required to build a more
sophisticated reward function to avoid manual in-
tervention for accounting different factors towards
conversation success.

In this work, we proposed a novel model for
contextual response generation in multi-turn dia-
logue. The model includes the turn-level reward
estimator, which combines the weak supervision
signals obtained from three basic modules 1) Se-
mantic Coherence, 2) Consistent Flow, 3) Semantic
Relevance. These modules are learned jointly with
the response generation model with the counter-
factual examples obtained from negative sampling.
Leveraging the weak supervision signals obtained
from these models, we further update the reward
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estimator and dialog policy jointly in an alternative
way, thus improving each other.

Our proposed approach integrates semantic un-
derstanding of utterances using encoder-decoder
systems with the power of Reinforcement Learning
(RL) to optimize long-term success. We test the
proposed approach with two benchmarks: Daily-
Dialog (Li et al., 2017b) and PersonaChat (Zhang
et al., 2018). Experimental results demonstrate
on both datasets indicate that our model can sig-
nificantly outperform state-of-the-art generation
models in terms of both automatic evaluation and
human judgment.

2 Related Work

Open-domain dialogue in a multi-turn setting
has been widely explored with different encoder-
decoder architectures (Gu et al., 2020; Feng et al.,
2021; Kottur et al., 2017; Li et al., 2016; Shah
et al., 2018; Shang et al., 2015; Vinyals and Le,
2015; Wu et al., 2019; Zhao et al., 2020; Zhong
et al., 2019). The basic encoder-decoder archi-
tectures like Seq-to-Seq models have been widely
extended and modified to generate the generic re-
sponses, context modelling and grounding by per-
sona/emotion/knowledge (Li et al., 2015; Xing
et al., 2017; Serban et al., 2016; Xing et al., 2018;
Zhang et al., 2019, 2018; Zhou et al., 2018; Dinan
et al., 2018).

The dialogue literature widely applies reinforce-
ment learning, including the recent ones based on
deep architectures (Takanobu et al., 2019, 2020;
Li et al., 2020; Takanobu et al., 2020; Li et al.,
2020; Gordon-Hall et al., 2020a,b). But these task-
oriented RL dialogue systems often model the di-
alogue with limited parameters and assumptions
specific to the dataset, targeted for that task. The
dataset includes hand-built templates with state, ac-
tion and reward signals designed by humans for
each new domain making this setting difficult for
extending these to open domain dialogue systems.

Our goal in this work is to integrate the state-
of-the-art encoder-decoder architectures like in Gu
et al. (2020); Zhao et al. (2020); Csaky and Rec-
ski (2020) and reinforcement learning paradigms
to efficiently learn the dialogue policy optimized
for long-term success in the multi-turn dialogue
scenarios. We are recently inspired by the works
in Takanobu et al. (2019); Li et al. (2020, 2016)
to jointly learn the reward function and dialogue
policy, and reduce the effort and cost for manual

labelling the conversations for building the reward
model. Specifically, we leverage the weak supervi-
sion inspired from Chang et al. (2021a,b) to gener-
ate the labelled dataset to facilitate this joint learn-
ing and building reward estimation model.

3 Approach

We represent dialog sessions D =
{τ1, τ2, τ3, .......τn} where each dialog ses-
sion τ represents the trajectory of state-action pairs
as {su0 , au0 , s0, a0, su1 , au1 , s1, a1, .....}. The user in
our case is a simulator which utters a response au

given the state su denoted as µ(au, eu|su) where
eu denotes the binary signal indicating the end
of a dialog session, in that case the response au

is empty. The dialog policy πθ(a|s) decides the
action a according to the current state s after the
agent interacts with the user simulator µ. At each
time, the state given to the either dialog party is
updated after recording the action uttered by the
other party. The reward estimator f evaluates the
quality of response/action uttered by the dialog
policy π. The dialog policy π is based on the
BERT (Devlin et al., 2019) encoder-decoder model
and the reward function f is the MLP model
parameterized by θ and ω respectively. We have
modeled the user simulator exactly in the same
way as the agent but trained only using supervised
learning objective.

In the subsequent section, we will introduce the
components action, state, policy, quality modules
and reward estimator. Further, sections explain the
setup we have used for weakly supervised learning
and, finally, the experimental results.

3.1 Action

An action a is the dialogue utterance generated by
the encoder-decoder model as shown in Figure 1.
The model takes as input the context history (state),
and outputs the probability distribution over a set of
possible actions denoted as πθ(a|s) parameterized
by θ. The user simulator generates the action au,
policy generates the action a, and the input state
for the agent and the user is s and su respectively.

3.2 State

The state is the past conversation history be-
tween an agent and a user denoted as, st =
{q1, a1, q2, a2, q3, a3, ....., qt}. The state for an
agent and a user are differently denoted as s
and su respectively. Let’s say the agent utter-
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Figure 1: BERT based Encoder-Decoder with Seman-
tic Coherence and Relevance. Similarly, Consistent
Flow loss is also calculated using encoder.

ances are denoted by a’s, then state, s = st
and the agent utters at. Similarly, the user state
sut = {q1, a1, q2, a2, q3, a3, ....., qt, at} and the
user utters qt+1. Each of the utterances is mapped
to a fixed-length sentence vector using SBERT
(Reimers and Gurevych, 2019).

3.3 Dialogue Policy

The dialogue policy takes the form of a BERT
based encoder-decoder ( i.e. πθ(a|s) ) (Gu et al.,
2020) as shown in Figure 1. Similar to Xu et al.
(2020), we have used the BERT based encoder and
transformer decoder, but instead of feeding the ut-
terance at word level, we instead fed the utterance
representation (obtained from SBERT) into the en-
coder. The encoder takes as input the previous
context history as st and output the response at at
the output of the decoder.

3.4 User Simulator

We have modelled the user simulator in exactly
the same way as the BERT based encoder-decoder
shown in Figure 1. However, the user simulator is
trained only (with supervised learning objective)
for utterances in dialog corpus and predicting user
response (Gu et al., 2020).

3.5 Conversation Quality Modules

We calculate the reward for each state-action pair
(see Section. 3.8) and use this signal to train the
dialogue policy so that it can avoid reaching bad

states so as to reach the successful end of the con-
versation between a user and an agent. We have
leveraged the signals from three basic modules,
namely, Semantic Coherence, Consistent Flow and
Semantic Relevance (which are jointly learned with
the dialogue policy). For each of the three modules,
the data for the positive class is obtained from the
source corpus while for the negative class it has
been generated dynamically during training. We
describe each of the three modules in the following
sections.

3.5.1 Semantic Relevance
We need to filter out the utterances generated with
high confidence by the dialog policy but are se-
mantically irrelevant to the previous context. To
quantify such a characteristic, we modeled the gen-
eral response relevance prediction task which uti-
lizes the sequential relationship of the dialog data
fed to the encoder side of BERT encoder-decoder
framework. Since, the task of semantic relevance
is to match the two sequences of conversation, so
instead of matching the context and response, we
have measured the relevance of two fragments of
dialogue session.

Specifically, given a context c =
{q1, a1, q2, a2, .....qm}, we randomly
split c into two consecutive pieces
cleft = {q1, a1, q2, a2, ....qt, at} and
cright = {qt+1, at+1, .....qm}. Similar to Xu
et al. (2020), we replaced the left or right part with
the sampled piece from the corpus. Also, we addi-
tionally generate the negative samples by internal
shuffling in the left or right part. The whole model
is trained like a classifier with corresponding labels
ysr ∈ {0, 1}. Since the individual utterances are
fed after obtaining their vector representation,
the aggregated representation of two pieces is
represented by EsrCLS over which the non-linear
transformation is applied, the score for semantic
relevance is given by g(cleft, cright), and similar
to Xu et al. (2020), it has been trained using the
binary cross-entropy loss as:

Lsr = −ysr log(g(cleft, cright))

− (1− ysr) log(1− g(cleft, cright)) (1)

3.5.2 Semantic Coherence
The response generated should be rewarded only if
it is coherent despite having adequate content. This
makes the model to generate the coherent responses
while avoiding the incoherent ones. Specifically,
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given a context c = {q1, a1, q2, a2, .....qm}, we
randomly select any of the agent response at time
t, denoted as at, and replace it with any random
utterance from the corpus. We also generate the in-
coherent samples by internal shuffling of bi-grams.
The incoherent utterance is labelled as ycoht = 0
and coherent samples as ycoht = 1. The semantic
coherence model is also trained like a classifier for
each of the utterance representations obtained at the
output of BERT encoder as shown in Figure 1. The
probability of the t-th utterance being incoherent is
given as:

p(zt = 1|a1, .., at) = softmax(WcohEat+bcoh)

=
exp(WcohEat + bcoh)∑m
l=1 exp(WcohEal + bcoh)

(2)

and the loss function is given as:

Lcoh = −
m∑

t=1

zt log p(zt = 1|a1, a2.....am) (3)

3.5.3 Consistent Flow

We want the agent to continuously add the infor-
mation to keep the conversation going in the for-
ward direction. To determine the flowing conversa-
tion, we take the cosine similarity between the last
two agent utterances denoted as Eai−1 and Eai de-
noted as g(ai−1, ai), and we measure the similarity
with randomly sampled utterance v in place of ai−1
given as g(ai−1, v). We would like g(ai−1, ai) to
be larger than g(ai−1, v) by at least a margin ∆ and
define the learning objective as a hing loss function:

Lcf = max{0,∆−g(ai−1, ai)+g(ai−1, v)}
(4)

3.6 Joint Training of Agent and Reward
Modules

To initialize the parameters of agent and reward
modulesM ={Semantic Relevance, Semantic Co-
herence, Consistent Flow}, we used the supervised
learning objective since all the state-action pairs ob-
tained from the pre-training corpus are the ground-
truth and can be used as close approximation for
further fine-tuning on other dialog corpus. We
used the pre-training corpus P as Gutenberg di-
alog corpus (Csaky and Recski, 2020). Since the
agent model in our case is based on BERT encoder-
decoder parameterized by θ similar to Gu et al.

(2020), the probability of generating agent’s re-
sponse a is given as:

pθ(a|s) =
N∏

j=1

pθ(aj |a<j , s), (5)

where aj is the j-th word generated at the output
of decoder and s is the whole context history utter-
ances fed to the encoder and N is the maximum
sequence length of decoder. The loss function for
generating agent response a is given as:

La = J(θ) = −
N∑

i=1

log pθ(aj |a<j , s) (6)

The joint loss function is defined as:

Lfull = La + α ∗ (Lsr + Lcoh + Lcf ) (7)

The policy πθ is also parameterized by θ, and the
probability of action a is given by πθ(a|s) simi-
lar to pθ(a|s), since the probability distribution is
learned only from (s, a) pairs obtained from the
corpus with human demonstrations. It is a good
approximation to initialize the parameters of policy
πθ(a|s) with parameters of pθ(a|s). Furthermore,
we update the policy πθ (Step 13 in the Algorithm.
1) to avoid actions awhich do not lead to rewarding
conversations.

3.7 Dialogue Simulation between Agent and
User

We setup simulation between virtual agent and user,
and let them take turns talking to each other. The
simulation is started with a starter utterance ob-
tained from the dialog samples DH (Step 5 of Al-
gorithm 1) and fed to the agent, it then encodes the
utterance and generates the response a, the state
su is then updated with previous history and fed
to the user model to obtain the next response au.
The response au is appended to su to obtain the
updated state s. Similarly, the process is repeated
until one of the following conditions occurs after
a few number of turns2: a) When agent starts to
produce dull responses like “I don’t know” 3. b)
When agent starts to generate repetitive response
consecutively 4 c) Or, the conversation achieved

2The number of turns after these rules applied is average
number of turns in the corpus

3Used simple rule matching method with 9 phrases col-
lected from the corpus, instead of having false positives and
negatives this works well in practice.

4If by rule two consecutive utterances matched more than
80% it is said to be repetitive.
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the maximum number of turns handled by agent
and user models.5

3.8 Weakly Supervised Learning Algorithm

Learning with weak supervision is widely used
with the rise of data-driven neural approaches (Rat-
ner et al., 2020; Mrkšić et al., 2017; Chang et al.,
2020; Bach et al., 2017; Wu et al., 2018; Chang
et al., 2021a). Our approach incorporates a simi-
lar line of work by providing noisy text to a pre-
trained model which incorporates prior knowledge
from general-domain text and small in-domain text
(Peng et al., 2020; Chen et al., 2019; Harkous et al.,
2020) and use it as a weak annotator similar to
Ratner et al. (2020). The primary challenge with
the synthetic data is the noise introduced during
the generation process, and the noisy labels tend to
bring little to no improvement (Frénay and Verley-
sen, 2013). To train on such noisy data, we employ
three step training process: a) pre-training b) gen-
erate data with weighted categories c) fine-tuning
similar to Chang et al. (2021a); Dehghani et al.
(2017).

Step 1: Pre-train Generation and Quality Mod-
ules Jointly. This step involves pre-training the
agent with quality modules jointly as explained
in Section 3.6. Quality modules trained on clean
data as well as automatically generated negative
samples by random sampling. These modules are
further fine-tuned on the sampled dialogues from
target dialogue corpus at each training iteration.
Similarly, we initialized the user also by supervised
training on the pre-training dialogue corpus with
fine-tuning on target dialogue corpus. (see steps 2-7
of Algorithm 1). The fine-tuning steps make use of
continual learning to avoid catastrophic forgetting
(Madotto et al., 2020; Lee, 2017).

Step 2: Generates the Weakly Labelled data
with Reward categories. After the models are ini-
tialized with trained parameters, the dialogue simu-
lation has been started between the agent and the
user (see Section. 3.7) to interact with each other
and generates the synthetic data with annotated
scores with each quality module for every state-
action pair in sampled dialogues. During dialogue
simulation, we employ Dynamic Blocking mecha-
nism(Niu et al., 2020) to generate novel words and
paraphrased responses. Specifically, we generate
Top-7 response at each turn and set the agent to ex-
ploration for 60 percent of the times and for the rest

5The maximum number of turn is set as 20.

of the times it exploits by selecting the response
from top two ranked responses. We specifically
filter the state-action pairs into three reward cate-
gories namely, VeryHigh, High and Low. For the
state-action pairs whose scores by each module
are greater than or equal to 0.8 are put into the
VeryHigh category. Other, state-action pairs whose
scores by each module are between 0.6 and 0.8 are
put into the High reward category. The rest of all
state-action pairs are put into the Low reward cat-
egory. Additionally, we include state-action pairs
sampled from target dialog corpus in Step 1. into
the VeryHigh category.

Step 3: Update the reward estimator and pol-
icy. The reward estimator maximizes the log likeli-
hood state-action pairs of higher rewards than the
lower ones. The reward estimator fω, parameter-
ized by ω, and let’s say H , V and L represents the
collection of all state action pairs of High, Very-
High and Low reward category respectively.

ω∗ = arg maxE(sk,ak)∼{H,V }[fω(sk, ak)]

fω(sk, ak) = log pω(sk, ak) = log
eRω(sk,ak)

Zω

Rω(sk, ak) =
T∑

t=k

γt−krω(st, at)

Zω =
∑

∀(sk,ak)
eRω(sk,ak)

(8)

where f models state-action pairs of H, V and L
category as a Boltzmann distribution (Takanobu
et al., 2019). The cost function for reward estimator
in terms of trajectories obtained from respective
reward categories is given as:

Jf (ω) = −0.5 ∗KL(pH(s, a) ‖ pω(s, a))

−KL(pV (s, a) ‖ pω(s, a))

+KL(pL(s, a) ‖ pω(s, a)) (9)

It minimize the KL-divergence between reward
distribution and the state-action pairs of high and
very high reward but maximize the distribution
from the ones with low category. The gradient
yields:

5ω Jf = 0.5 ∗ E(s,a)∼H [5ωfω(s, a)]

+E(s,a)∼V [5ωfω(s, a)]−E(s,a)∼L[5ωfω(s, a)]

(10)
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Since, the dialog policy is required to put the ac-
tions atleast to that of high category, i.e. max-
imize the entropy regularized expected reward
(Eπ[R] + H(π)) which is effectively minimizes
the KL divergence between the policy distribution
and Boltzmann distribution.

Jπ(θ) = −KL(πθ(a|s) ‖ pω(s, a))

= E(s,a)∼π[fω(s, a)− log πθ(a|s)]
= E(s,a)∼π[Rω(s, a)]− logZω +H(πθ) (11)

where the term logZω is independent to θ, andH(·)
denotes the entropy of a model. Using likelihood
ratio trick the gradient for policy is given as:

OθJπ = E(s,a)∼π[(fω(s, a)

− log πθ(a|s))Oθ log πθ(a|s)]. (12)

Hence, the reward is rω(s, a) = fω(s, a) −
log πθ(a|s) for each state-action pair and the loss
function re-written as:

Jπ(θ) = E(s,a)∼π[

T∑

k=t

γk−t(fω(sk, ak)

− log πθ(ak|sk))] (13)

Like in Takanobu et al. (2019) the reward estimator
fω includes the shaping term. Formally, we include
next state st+1 also instead of just (st, at)

fω(st, at, st+1) = gω(st, at) + γh(st+1)− h(st)
(14)

where h is the MLP network with input as pre-
sigmoid scores from each quality modules, and gω
is also the MLP network with input as the con-
catenation of ECLS as state vector and SBERT
sentence embedding of action a.

4 Experiments

We conduct experiments on DailyDialog (Li et al.,
2017b), PersonaChat (Zhang et al., 2018) and used
Gutenberg Dialogue Dataset (Csaky and Recski,
2020) as a pre-training corpus. We compare our
model performance with baselines on various as-
pects of response quality.

4.1 Datasets
We considered DailyDialog (Li et al., 2017b) and
PersonaChat (Zhang et al., 2018) which are open
domain dialog corpus to evaluate our system. Dai-
lyDialog contains conversation revolving around

Algorithm 1 Dialogue Policy Learning

Require: Pre-Training corpus P , Dialogue Cor-
pus D.

1: ModulesM = {Semantic Relevance, Semantic
Coherence, Consistent Flow}

2: Do Agent training on P as in Section 3.6
jointly with modulesM

3: User µ supervised training on P .
4: for each training iteration do
5: Sample dialogues DH from D randomly.
6: Fine-tune user simulator µ on DH .
7: Fine-tune Agent andM on DH jointly.
8: Collect dialog samples Dπ by executing

the dialog policy π and interacting with
µ, au ∼ µ(·|su), a ∼ π(·|s) where s
and su is updated each time after get-
ting response from user and agent re-
spectively.

9: Get weak annotation scores for all (s, a) ∈
Dπ from each of the modulesM.

10: Filtering the (s, a) pairs into {VeryHigh,
High and Low} reward categories.

11: Update the reward estimator f by minimiz-
ing Jf w.r.t ω ( Eq.10)

12: Compute reward for each (s, a) ∈ Dπ as,

r̂ = fω(st, at, st+1)− log π(at|st)

13: Update the policy πθ by minimizing Jπ
w.r.t θ (Eq. 13).

14: end for

various topics pertaining to daily life, and Per-
sonaChat contains conversations between people
with their respective persona profiles. These dia-
logues can be of varying length, we limit the max-
imum length to 20, that can be fed to the BERT
Encoder-Decoder model. Since average length of
DailyDialog is 7.9 and that of PersonaChat is 9.4,
so most of the dialogues fit easily without trunca-
tion from the history. For rest of the dialogues,
it can be slided across to include the more recent
utterances and remove it from the starting. Since
we are mapping the utterances to their correspond-
ing vectors using SBERT, the length of individual
utterances truncated automatically and retain only
first 512 word pieces in case of longer utterances.
For pre-training corpus the vocabulary is limited to
100,000 while the vocabularies for DailyDialog and
PersonaChat are 25,000 and 32,768 respectively.
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4.2 Baselines
We select various multi-turn response genera-
tion baselines. The baselines which are not in-
cluded pre-training are (1) HRED6: Hierarchical
encoder-decoder framework (Serban et al., 2016)
(2) VHRED7: an extension of HRED that gener-
ates response with latent variables (Serban et al.,
2017) (3) HRAN8: Hierarchical attention mech-
anism based encoder-decoder framework (Xing
et al., 2018) (4) ReCoSa9: Hierarchical trans-
former based model (Zhang et al., 2019) (5) SSN:
dialogue generation learning with self-supervision
signals extracted from utterance order (Wu et al.,
2019) (6) Transformer-Auxiliary Tasks: A re-
cent state-of-the are model leaning language gener-
ation with joint learning of transformer with aux-
iliary tasks (Zhao et al., 2020). The another two
baselines from Csaky and Recski (2020) which
involve pre-training on the Gutenberg corpus are:
(1)Transformer10: 50M parameters version and
(2) GPT-211: Pre-trained model with version of
117M parameters. The repository12 contains these
two trained models.

4.3 Evaluation Metrics
We evaluate the performance of our model on var-
ious aspects of response quality using both auto-
matic and human evaluation. Although, most of
the automatic metrics poorly correlate with human
evaluation (Liu et al., 2016), and the recently pro-
posed metrics (Li et al., 2017a; Lowe et al., 2017;
Tao et al., 2018) are harder to evaluate than perplex-
ity and BLEU (Papineni et al., 2002). Addition-
ally, human evaluation has its inherent limitation
of bias, cost and replication difficulty (Tao et al.,
2018). Due to this consensus, some used only au-
tomatic metrics (Xing and Fernández, 2018; Xu
et al., 2018b) and some used only human evalua-
tion (Krause et al., 2017; Fang et al., 2018) while
some used both (Shen et al., 2018; Xu et al., 2018a;
Baheti et al., 2018; Ram et al., 2018).

We mainly used the automatic metrics using the
DIALOG-EVAL repository13, it contains 17 dif-
ferent metrics, but we measure only a few met-

6https://github.com/hsgodhia/hred
7https://github.com/julianser/hed-dlg-truncated
8https://github.com/LynetteXing1991/HRAN
9https://github.com/zhanghainan/ReCoSa

10https://github.com/tensorflow/tensor2tensor
11https://github.com/huggingface/transfer-learning-conv-

ai
12https://github.com/ricsinaruto/gutenberg-dialog
13https://github.com/ricsinaruto/ dialog-eval

rics to facilitate the comparison with the published
baselines results. We specifically follow (Zhao
et al., 2020) to measure automatic evaluation and
human evaluation. For response content quality
we measured BLEU-4 (Papineni et al., 2002) and
Perplexity(PPL) (Sutskever et al., 2014). Like in
Zhao et al. (2020) used embedding metrics average
(AVG), extrema (EXT), and greedy (GRE) mea-
suring similarity between response and target em-
bedding. Similar to Zhao et al. (2020) we also
measured the informativeness of responses with
distinct-1 and distinct-2 that are calculated as the
ratios of distinct unigrams and bigrams.

Since our main objective is not to judge the re-
sponse quality but to predict the response for long-
term success of dialogue. We follow the guidelines
as in Li et al. (2016) to explore both single-turn and
multi-turn settings. We picked 500 dialogues from
the test set and asked 3 native speakers for their
judgement. In the first setting, we asked judges to
pick the better response among the one generated
by our model and a baseline model (Pre-Trained
GPT2) based on various criteria like answerability
and semantics. In the second setting, in case of
multi-turn we used 200 simulated conversations
between RL agent and a user model to judge the
whole conversation for responses uttered by agent.
In a complete end-to-end conversation we asked the
judges to decide which of the simulated conversa-
tions are of higher quality. To compare against the
RL model we employ baseline model to simulate
the 200 conversations with the same starter utter-
ance used by RL model. Automatic and Human
evaluation are shown in Table. 1 and 2 respectively.

4.4 Results and Discussions

Table. 1 reports automatic evaluation metrics on the
baseline and the proposed model. Our model out-
performs for most of the metrics on both datasets.
Since our main idea is to generate the responses for
successful conversation in the long run than just
evaluating the response quality at each of the turn.
This is the main reason of why our model outper-
forms on both distinct-1 and distinct-2 metrics, in
comparison to Transformer-auxiliary task model
which also trained jointly with the similar tasks but
lacks fine-tuning with the weak supervision signals
indicate that an additional training with weakly
labelled data improves the generalization perfor-
mance. Although, we see the perplexity also im-
proves since our model is generating the responses
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Dataset Model PPL BLEU Distinct-1 Distinct-2 Average Greedy Extrema

DailyDialog

HRED 56.22 0.535 1.553 3.569 81.393 65.546 48.109

HRAN 47.23 0.447 1.953 7.400 83.460 67.239 49.599

VHRED 44.79 0.997 1.299 6.113 83.866 67.186 48.570

SSN 44.28 1.250 2.309 7.266 72.796 73.069 44.260

ReCoSa 42.34 1.121 1.987 10.180 84.763 67.557 48.957

Transformer-Auxiliary Tasks 38.60 1.658 3.457 14.954 85.224 69.518 49.069

Pre-Trained Transformer - 11.5 2.92 14.7 55.1 53.5 59.8

Pre-Trained GPT2 - 12.8 4.07 25.9 56.8 54.0 59.6

Our Model 20.13 15.171 6.316 28.422 85.417 73.118 61.539
Our Model w/o weak supervision 20.51 14.718 4.611 26.752 86.481 73.003 59.911

PersonaChat

HRED 46.04 1.279 0.164 0.450 83.329 65.546 48.109

HRAN 41.94 1.997 0.235 0.771 82.850 67.239 49.599

VHRED 42.07 2.181 0.312 1.915 82.995 67.186 48.570

SSN 47.90 2.288 0.637 2.623 85.002 73.069 44.260

ReCoSa 34.19 2.258 0.915 4.217 83.963 67.557 48.957

Transformer-Auxiliary Tasks 33.23 2.434 1.279 5.816 83.632 69.518 49.069

Pre-Trained Transformer - 15.5 1.04 4.8 51.3 57.5 57.1

Pre-Trained GPT2 - 15.3 1.82 12.9 53.6 55.9 55.8

Our Model 19.78 16.651 2.434 13.912 84.941 73.081 59.241
Our Model w/o weak supervision 21.49 16.017 2.318 13.274 85.018 72.438 58.816

Table 1: Automatic metrics comparison with baselines. Results in bold indicate the best performing model on the
corresponding metrics.

DailyDialog
Setting RL-Win RL-Lose Tie

Single-Turn general quality 0.41 0.28 0.31

Single-Turn ease to answer 0.55 0.12 0.33

Multi-turn general quality 0.76 0.13 0.11

PersonaChat
Setting RL-Win RL-Lose Tie

Single turn general quality 0.36 0.22 0.42

Single-Turn ease to answer 0.51 0.14 0.35

Multi-turn general quality 0.71 0.17 0.12

Table 2: Human Evaluation Results. Ratios are cal-
culated after taking majority vote among the decisions
made by three judges.

more like humans to optimize the conversation in
long run. Similarly, embedding metrics also shown
the improvement but little on average since it cap-
turing the sense but due to length mismatch which
occurs owing to the fact that our model is generat-
ing more novel words with futuristic sense. How-
ever, Distinct-{1,2} scores shows improvement be-
cause of the large pre-trained vocabulary, it gives
the model more flexibility to generate novel words
without disturbing the sense of the sentence.

We also note the results for our model without
weak supervision training, namely, Our Model
w/o Weak Supervision, this model just fine-tunes

on the DailyDialog (Li et al., 2017b) and Per-
sonaChat (Zhang et al., 2018) without generat-
ing the weak labelled data. Clearly, the distinct-1
and distinct-2 metrics are lower than the proposed
model, because the model tends to generate the
repetitive words more frequently. Similarly, the
embedding metrics and PPL does not show any
improvement over the proposed model except on
embedding metric based on Average. However, it
performs well on BLEU scores since it learns well
to reproduce the responses as in the ground truth
but not optimized for a successful conversation in
the long run.

Table 1 also reports the results of another two
baselines which are pre-trained models on Guten-
berg Dialogue Corpus (Csaky and Recski, 2020).
These models are fine-tuned on DailyDialog and
PersonaChat dataset respectively. These models
although improved much on BLEU scores and
distinct-1 and distinct-2 scores since it gets the
larger vocab and more enhanced training for learn-
ing the language structure. But lags in the embed-
ding metrics indicating the response quality is low.

Table 2 reports the human evaluation results, the
objective for which our model training is to gen-
erate the response for a successful conversation in
the long run for the multi-turn scenario. Clearly,
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the evaluation results are up to our expectation,
since the RL system does not bring a significant
boost in single-turn response quality than the case
of multi-turn setting.

5 Conclusions

We proposed a weak supervision framework for
policy and reward estimation for long-term success
of the dialogue by simulating the conversation be-
tween a virtual agent and user. Empirical studies
on two benchmarks proves the effectiveness of our
approach.
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A Implementation Details

Our implementation uses the open source Hug-
gingface Transformer repository (Wolf et al.,
2020). Specifically, we have used the base version
from sentence transformers pre-trained on millions
of paraphrase examples, named as ‘paraphrase-
distilroberta-base-v1’. The encoder-decoder frame-
work is initialized with the base version ‘bert-base-
uncased’but with configuration of smaller size.
The smaller sized model reduces the ‘bert-base-
uncased’configuration to 6 transformer layers, has
a hidden size of 768, and contains 2 attention heads,
{L=6, H=768, A=2}. Similar to Gu et al. (2020)
we sum the position embeddings to the output sen-
tence embeddings of size 768 to indicate the user
or agent utterances. Odd ones indicate the user
utterances and even ones are that of an agent. The
MLP network for semantic relevance and semantic
coherence used a hidden dimension of 128. The
∆ has been set to best value of 0.54 after perform-
ing a grid search in the range of {0.4, 0.7} with
step size of 0.02. The reward estimator models
gω using two hidden layers of size 512 and 256
respectively. And, h is modelled using a single
hidden layer of size one. In each training iteration
the policy and reward estimator are updated with
continual learning to avoid catastrophic forgetting
mechanism using EWC modified loss, the λ value
used as a parameter is set to 0.4. Also, at each train-
ing iteration the policy and reward parameters are
saved if it reduces the perplexity on the validation
set (calculated after running for all the batches of
the training dataset) and patience is set to 3 as a
stopping criterion before we terminate the training.
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Abstract

Users frequently ask simple factoid questions
for question answering (QA) systems, attenu-
ating the impact of myriad recent works that
support more complex questions. Prompting
users with automatically generated suggested
questions (SQs) can improve user understand-
ing of QA system capabilities and thus facil-
itate more effective use. We aim to produce
self-explanatory questions that focus on main
document topics and are answerable with vari-
able length passages as appropriate. We sat-
isfy these requirements by using a BERT-based
Pointer-Generator Network trained on the Nat-
ural Questions (NQ) dataset. Our model shows
SOTA performance of SQ generation on the
NQ dataset (20.1 BLEU-4). We further ap-
ply our model on out-of-domain news articles,
evaluating with a QA system due to the lack of
gold questions and demonstrate that our model
produces better SQs for news articles – with
further confirmation via a human evaluation.

1 Introduction

Question answering (QA) systems have experi-
enced dramatic recent empirical improvements due
to several factors including novel neural architec-
tures (Chen and Yih, 2020), access to pre-trained
contextualized embeddings (Devlin et al., 2019),
and the development of large QA training cor-
pora (Rajpurkar et al., 2016; Trischler et al., 2017;
Yu et al., 2020). However, despite technological
advancements that support more sophisticated ques-
tions (Yang et al., 2018; Joshi et al., 2017; Choi
et al., 2018; Reddy et al., 2019), many consumers
of QA technology in practice tend to ask simple
factoid questions when engaging with these sys-
tems. Potential explanations for this phenomenon
include low expectations set by previous QA sys-
tems, limited coverage for more complex questions

∗Work was done as an intern at Amazon.

not changing these expectations, and users simply
not possessing sufficient knowledge of the subject
of interest to ask more challenging questions. Ir-
respective of the reason, one potential solution to
this dilemma is to provide users with automatically
generated suggested questions (SQs) to help users
better understand QA system capabilities.

Generating SQs is a specific form of question
generation (QG), a long-studied task with many ap-
plied use cases – the most frequent purpose being
data augmentation for mitigating the high sample
complexity of neural QA models (Alberti et al.,
2019a). However, the objective of such existing
QG systems is to produce large quantities of ques-
tion/answer pairs for training, which is contrary to
that of SQs. The latter seeks to guide users in their
research of a particular subject by producing engag-
ing and understandable questions. To this end, we
aim to generate questions that are self-explanatory
and introductory.

Self-explanatory questions require neither signif-
icant background knowledge nor access to docu-
ments used for QG to understand the SQ context.
For example, existing QG systems may use the
text “On December 13, 2013, Beyoncé unexpect-
edly released her eponymous fifth studio album on
the iTunes store without any prior announcement
or promotion.” to produce the question “Where
was the album released?” This kind of question
is not uncommon in crowd-sourced datasets (e.g.,
SQuAD (Rajpurkar et al., 2016)) but do not satisfy
the self-explanatory requirement. Clark and Gard-
ner (2018) estimate that 33 % of SQuAD questions
are context-dependent. This context-dependency
is not surprising, given that annotators observe the
underlying documents when generating questions.

Introductory questions are best answered by a
larger passage than short spans such that users
can learn more about the subject, possibly inspir-
ing follow-up questions (e.g., “Can convalescent
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plasma help COVID patients?”). However, existing
QG methods mostly generate questions while read-
ing the text corpus and tend to produce narrowly
focused questions with close syntactic relations to
associated answer spans. TriviaQA (Joshi et al.,
2017) and HotpotQA (Yang et al., 2018) also pro-
vide fine-grained questions, even though reasoning
from a larger document context via multi-hop infer-
ence. This narrower focus often produces factoid
questions peripheral to the main topic of the under-
lying document and is less useful to a human user
seeking information about a target concept.

Conversely, the Natural Question (NQ) dataset
(Kwiatkowski et al., 2019) (and similar ones
such as MS Marco (Bajaj et al., 2016),
GooAQ (Khashabi et al., 2021)) is significantly
closer to simulating the desired information-
seeking behavior. Questions are generated inde-
pendently of the corpus by processing search query
logs, and the resulting answers can be entities,
spans in texts (aka short answers), or entire para-
graphs (aka long answers). Thus, the NQ dataset
is more suitable as QG training data for generat-
ing SQs as long-answer questions that tend to sat-
isfy our self-explanatory and introductory require-
ments.

To this end, we propose a novel BERT-based
Pointer-Generator Network (BERTPGN) trained
with the NQ dataset to generate introductory and
self-explanatory questions as SQs. Using NQ,
we start by creating a QG dataset that contains
questions with both short and long answers. We
train our BERTPGN model with these two types of
context-question pairs together. During inference,
the model can generate either short- or long-answer
questions as determined by the context. With auto-
matic evaluation metrics such as BLEU (Papineni
et al., 2002), we show that for long-answer question
generation, our model can produce state-of-the-art
performance with 20.1 BLEU-4, 6.2 higher than
(Mishra et al., 2020), the current state-of-the-art on
this dataset. The short answer question generation
performance can reach 28.1 BLEU-4.

We further validate the generalization ability of
our BERTPGN model by creating an out-of-domain
test set with the CNN/Daily Mail (Hermann et al.,
2015). Without human-generated reference ques-
tions, automatic evaluation metrics such as BLEU
are not usable. We propose to evaluate these ques-
tions with a pretrained QA system that produces
two novel metrics. The first is answerability, mea-

suring the possibility to find answers from given
contexts. The second is granularity, indicating
whether the answer would be passages or short
spans. Finally, we conduct a human evaluation with
generated questions of the test set and demonstrate
that our BERTPGN model can produce introduc-
tory and self-explanatory questions for information-
seeking scenarios, even for a new domain that dif-
fers from the training data.

The novel contributions of our paper include:
• We generate questions, aiming to be both in-

troductory and self-explanatory, to support
human information seeking QA sessions.

• We propose to use the BERT-based Pointer-
Generator Network to generate questions by
encoding larger contexts capable of resulting
in answer forms including entities, short text
spans, and even whole paragraphs.

• We evaluate our method, both automatically
and with human evaluation, on in-domain
Natural Questions and out-of-domain news
datasets, providing insights into question gen-
eration for information seeking.

• We propose a novel evaluation metric with a
pretrained QA system for generated SQs when
there is no reference question.

2 Related Work

QG has been studied in multiple application con-
texts (e.g., generating questions for reading com-
prehension tests (Heilman and Smith, 2010), gen-
erating questions about an image (Mostafazadeh
et al., 2016), recommending questions with respect
to a news article (Laban et al., 2020)), evaluat-
ing summaries (Deutsch et al., 2020; Wang et al.,
2020), and using multiple methods (see (Pan et al.,
2019) for a recent survey). Early neural models
focused on sequence-to-sequence generation based
solutions (Serban et al., 2016; Du et al., 2017).
The primary directions for improving these early
works generally fall into the categories of providing
mechanisms to inject answer-aware information
into the neural encoder-decoder architectures (Du
and Cardie, 2018; Li et al., 2019; Liu et al., 2019;
Wang et al., 2020; Sun et al., 2018), encoding larger
portions of the answer document as context (Zhao
et al., 2018; Tuan et al., 2020), and incorporating
richer knowledge sources (Elsahar et al., 2018).

These QG methods and the work described in
this paper focus on using single-hop QA datasets
such as SQuAD (Rajpurkar et al., 2016, 2018),
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NewsQA (Trischler et al., 2017; Hermann et al.,
2015), and MS Marco (Bajaj et al., 2016). However,
there has also been recent interest in multi-hop QG
settings (Yu et al., 2020; Gupta et al., 2020; Malon
and Bai, 2020) by using multi-hop QA datasets
including HotPotQA (Yang et al., 2018), Trivi-
aQA (Joshi et al., 2017), and FreebaseQA (Jiang
et al., 2019). Finally, there has been some recent in-
teresting work regarding unsupervised QG, where
the goal is to generate QA training data without
an existing QG corpus to train better QA mod-
els (Lewis et al., 2019; Li et al., 2020).

Most directly related to our work from a mo-
tivation perspective is recent research regarding
providing SQs in the context of supporting a news
chatbot (Laban et al., 2020). However, the focus
of this work is not QG, where they essentially use
a GPT-2 language model (Radford et al., 2019)
trained on SQuAD data for QG and do not evaluate
this component independently. Qi et al. (2020) gen-
erates questions for information-seeking but not
focuses on introductory questions. Most directly
related to our work from a conceptual perspective
is regarding producing questions for long answer
targets (Mishra et al., 2020), which we contrast
directly in Section 3. As QG is a generation task,
automated evaluation frequently uses metrics such
as BLEU (Papineni et al., 2002), METEOR (Lavie
and Agarwal, 2007), and ROUGE (Lin, 2004). As
these do not explicitly evaluate the requirements
of our information-seeking use case, we also eval-
uate using the output of a trained QA system and
conduct human annotator evaluations.

3 Problem Definition

Given a context X and an answer A, we want to
generate a question Q̃ that satisfies

Q̃ = argmax
Q

P (Q|X,A),

where the context X could be a paragraph or a doc-
ument that contains answers, rather than sentences
as used in (Du and Cardie, 2018; Tuan et al., 2020),
while A could be either short spans in X such as
entities or noun phrases (referred to as a short an-
swer), or the entire context X (referred to as a long
answer).

The long answer QG task targets generating
questions that are best answered by the entire con-
text (i.e., paragraph or document) or a summary
of the context, which is notably different from
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Figure 1: The BERTPGN architecture. The input for the
BERT encoder is the context (w/p: word and position
embeddinngs) with answer spans (or the whole context
in the long answer setting) marked with the answer tag-
ging (t: answer tagging embeddings). The decoder is
a combination of BERT as a language model (i.e. has
only self-attentions) and a Transformer-based pointer-
generator network.

most QG settings where the answer is a short text
span and the context is frequently a single sentence.
Mishra et al. (2020) also work on the long answer
QG setting using the NQ dataset, but their task def-
inition is argmaxQ P (Q|X) where they refer to
the context X as the long answer. We use their
models as baselines.

4 Methods

We use the BERT-based Pointer-Generator Net-
work (BERTPGN) to generate questions. Tuan
et al. (2020) use two-layer cross attentions between
contexts and answers to encode contexts such as
paragraphs when generating questions and show
improved results. However, they show that three-
layer cross attentions produce worse results. We
will show later in the experiment that this is due
to a lack of better initialization and that a higher
layer is better for long answer question generation.
Zhao et al. (2018) use answer tagging from the con-
text instead of combining context and answer. Our
model is motivated by these two works (Figure 1).

4.1 Context and Answer Encoding

Given context X = {xi}Li=1, we add positional
embeddings P = {pi}Li=1 and type embeddings
T = {ti}Li=1 as the input for BERT. We use type
embeddings to discriminate between a context and
an answer, following Zhao et al. (2018); Tuan et al.
(2020). We use ti = 0 to represent ‘context-only’
and ti = 1 to represent ‘both context and answer’
for token xi. We do not apply the [CLS] in the
beginning since we do not need the pooled output
from BERT. We do not use the [SEP] to combine
contexts and answers as inputs for BERT since we
mark answers in the context with type embeddings.
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The sequence output from BERT which forms our
context-answer encoding is given by

H = fBERT (X + P + T ) .

4.2 Question Decoding
The transformer-based Pointer-Generator Network
is derived from (See et al., 2017) with adap-
tations to support transformers (Vaswani et al.,
2017). Denoting LN(·) as layer normalization,
MHA(Q,K, V ) as the multi-head attention with
three parameters—query, key, and value, FFN(·)
as a linear function, and the decoder input at time
t: Y (t) = {yj}tj=1, the decoder self-attention at
time t is given by (illustrated with a single-layer
transformer simplification)

A
(t)
S = LN

(
MHA

(
Y (t), Y (t), Y (t)

)
+ Y (t)

)
,

the cross-attention between encoder and decoder is

A
(t)
C = LN

(
MHA

(
A

(t)
S , H,H

)
+A

(t)
S

)
,

and the final decoder output is

O(t) = LN
(
FFN

(
A

(t)
C

)
+A

(t)
C

)
.

Using the LSTM (Hochreiter and Schmidhuber,
1997) encoder-decoder model, See et al. (2017)
compute a generation probability using the en-
coder context, decoder state, and decoder input.
While the transformer decoder cross-attention A

(t)
C

already contains a linear combination between self-
attention of decoder input and encoder-decoder
cross attention. Thus, we use the combination of
the decoder input and cross-attention to compute
the generation probability

P
(t)
G = FFN

([
Y (t), A

(t)
C

])
.

To improve generalization, we also use a sepa-
rate BERT model as a language model (LM) for the
decoder. Even though BERT is not trained to pre-
dict the next token (Devlin et al., 2019) as with typ-
ical language models (e.g., GPT-2), we still choose
BERT as our LM to ensure the COPY mechanism
shares the same vocabulary between the encoder
and the decoder.1 We also do not need to process
out-of-vocabulary words because we use the BPE
(Sennrich et al., 2016; Devlin et al., 2019) tokeniza-
tion in both the encoder and decoder.

1Note that we change the masking for the original BERT
when using BERT as a LM, since the decoder at step t should
not read inputs at steps t+ i where i ≥ 0.

5 Dataset

5.1 Natural Questions dataset

We use Natural Questions dataset (Kwiatkowski
et al., 2019) for training as NQ questions are in-
dependent of their supporting documents. NQ has
307,000 training examples, answered and anno-
tated from Wikipedia pages, in a format of a ques-
tion, a Wikipedia link, long answer candidates, and
short answer annotations. 51 % of these questions
have no answer for either being invalid or non-
evidence in their supporting documents. Another
36 % have long answers that are paragraphs and
have corresponding short answers that either spans
long answers or being masked as yes-or-no. The
remaining 13 % questions only have long answers.
We are most interested in the last portion of ques-
tions as they are best answered by summaries of
their long answers, reflecting the coarse-grained
information-seeking behavior.2

We use paragraphs that contain long answers
or short answers in NQ as the context. We do
not consider using the whole Wikipedia page, i.e.,
the document, as the context as most Wikipedia
pages are too long to encode: In the NQ training
set, there are 8407 tokens at document level on
average, while for news articles in the CNN/Daily
Mail that we will discuss in Section 5.2, the average
document size is 583 (Tuan et al., 2020), which
is not much larger than the average size of long
answers in NQ (384 tokens).

We also consider the ratio between questions and
the context-answer pairs to avoid generating mul-
tiple questions based on the same context-answer.
After removing questions that have no answers,
there are 152,148 questions and 136,450 unique
long answers. The average ratio between questions
and long answers is around 1.1 questions per para-
graph (ratios are in a range of 1 to 47). The average
ratio is more reasonable for question generation,
comparing to the SQuAD where there are 1.4 ques-
tions per sentence on average (Du et al., 2017).

5.1.1 NQ Preprocessing
We extract questions, long answers, and short an-
swer spans from the NQ dataset. We also extract
the Wikipedia titles since long answers alone do not

2Data annotation is a subjective task where different anno-
tators could have different opinions for whether there is a short
answer or not. NQ uses multi-fold annotations (e.g., a 5-fold
annotation for the dev set). However, the training data only
has the 1-fold annotation, so whether there is a short answer
is not 100 % accurate.
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data type count

train mix 99,725
dev mix 11,140
NQ-SA long and short 3364
NQ-LA long only 1495
News-LA long only 3048

Table 1: QG Data summary. *-LA contains questions
that only have long answers, while NQ-SA contains
questions having both long and short answers.

always contain the words from their corresponding
titles. We add brackets (‘[’ and ‘]’) for all possible
short answer spans such that we can later extract
these spans accordingly to avoid potential position
changes due to context preprocessing (e.g., differ-
ent tokenization).3 When there is no short answer,
we add brackets to the whole long answer. We then
concatenate the titles with long answers as contexts.
For details, see examples from Figure 5 and Figure
6 in Appendix A.

As in (Mishra et al., 2020), we only keep ques-
tions with long answers starting from the HTML
paragraph tag. After preprocessing (Table 1), we
get 110,865 question-context pairs, while Mishra
et al. (2020) gets 77,501 pairs since they only keep
long answer questions. We split the dataset with a
90/10 ratio for training/validation.

We use the original NQ dev set, which contains
7830 questions, as our test set. We follow the same
extraction procedure as with the training and val-
idation data modulo two new steps. First, noting
that 79 % of Wikipedia pages appearing in the NQ
dev set are also present in the NQ training set, we
filter all overlapped contexts from the NQ dev set
when creating our test set. Second, the original
NQ dev set is 5-way annotated; thus, each question
may have up to five different long/short answers.
We treat each annotation as an independent con-
text, even though they are associated with the same
target question. To separately evaluate the QG per-
formance for long answers and short answers, we
split test data into long-answer questions (NQ-LA)
and short-answer questions (NQ-SA). Finally, we
get 4859 test data in total, with 1495 of them only
have long answers while the remaining 3364 have
both long and short answers while Mishra et al.
(2020) gets 2136 test data from the original dev set.

3Using brackets here is an arbitrary but functional choice.

5.2 News dataset
We use the 12,744 CNN news articles from the
CNN/Daily Mail dataset (Hermann et al., 2015))
for the out-of-domain evaluation. We apply the
same preprocessing method as in the NQ dataset
to create a long-answer test set — News-LA. We
use whole news articles, instead of paragraphs, as
contexts, considering to generate questions that
lead to entire news articles as answers. For each
news article, we first remove highlights, which is
a human-generated summary, and datelines (e.g.,
NEW DELHI, India (CNN)). We filter out those
news articles that are longer than 490 tokens with
the BEP tokenization and those overlapped context-
question pairs. Finally, we get 3048 data in the
News-LA test set.

6 In-Domain Evaluation with
Generation Metrics

6.1 Experiment Setup and Training
We use a BERT-base uncased model (Devlin et al.,
2019) that contains 12 hidden layers. The vocab-
ulary contains 30,522 tokens. We create the PGN
decoder with another BERT model from the same
setting, followed by a 2-layer transformer with 12
heads and 3072 intermediate sizes. The maximum
allowed context length is 500, while the maximum
question length is 50. We train our model on an
Amazon EC2 P3 machine with one Tesla V100
GPU, with the batch size 10, and the learning rate
5× 10−5 with the Adam optimizer (Kingma and
Ba, 2015) on all parameters of the BERTPGN model
(both BERT models are trainable). We train 20
epochs of our model and evaluate with the dev set
to select the model according to perplexity. Each
epoch takes around 20 minutes to finish. Through-
out the paper, we use the implementation of BLEU,
METEOR, and ROUGE L by Sharma et al. (2017).

6.2 In-Domain Evaluation
We first evaluate our model using BLEU, ME-
TEOR, and ROUGE L to compare with Mishra
et al. (2020) on long answers (first two rows in Ta-
ble 2). The transformer-based iwslt de en is a Ger-
man to English translation model with 6 encoder
and decoder layers, 16 encoder and decoder atten-
tion heads, 1024 embedding dimension, and 4096
embedding dimension of feed forward network.
The other transformer-based multi-source method,
which is based on (Libovický et al., 2018), com-
bines each context with a retrieval-based summary
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B1 B4 ME RL

TX iwslt de en 36.8 13.9 17.5 35.6
TX Multi-Source 36.0 13.3 16.8 34.6
BERTPGN LA 43.9 20.1 22.6 42.2
BERTPGN SA 54.7 28.1 27.9 53.2

Table 2: Comparing our model (BERTPGN) on NQ-LA
and NQ-SA with two models in (Mishra et al., 2020)—
their best performing Transformer iwslt de en and
multi-source transformer combining contexts and auto-
matically generated summaries, with automatic evalua-
tion BLEU-1, BLEU-4, METEOR, and Rouge L.

B4 NQ-LA NQ-SA

no-pointer 17.1 23.6
no-BERT-LM (*) 18.9 26.5
* - no-type-id 19.0 20.8
* - no-init 15.3 19.3
* - 2-layer 14.9 19.1

Table 3: Ablation study of the BERTPGN. Removing
the pointer network drops BLEU-4 by around 3 points
for both test sets. Removing BERT initialization affects
both the NQ-LA and NQ-SA substantially but more
mildly than removing the pointer. Removing type IDs
affects the NQ-SA by 5.7 drop in BLEU-4.

as input. We decode questions from our model
using beam search (beam=3).4 Evaluating on NQ-
LA, our BERTPGN model outperforms both exist-
ing models substantially with near seven points for
all metrics. The performance for short answer ques-
tions NQ-SA is even better, with near eight more
BLEU-4 points than NQ-LA.

6.3 Ablation Study

We first examine the effect of the pointer network
from the BERTPGN. We then run ablation study
by first removing BERT-LM in the decoder, and
independently

• removing type IDs from BERT encoder
• removing BERT initialization for BERT en-

coder
• substituting BERT encoder with a 2-layer

transformer
We train our BERTPGN models from scratch for

each setting and conduct these ablation studies for
NQ-LA and NQ-SA separately (Table 3).

Removing the pointer from the BERTPGN makes
the BLEU-4 scores drop for both NQ-LA and NQ-
SA more than removing the BERT as the LM in

4Mishra et al. (2020) have not described the decoding
method and possible beam size, but they use models from (Ott
et al., 2018) that uses beam=4.

BERT
[CLS] question [SEP] context [SEP]

LA SAN/A Yes No Start End

Figure 2: The BERT-joint architecture (Alberti et al.,
2019b). Input is the combined question and context,
and the outputs are an answer-type classification from
the [CLS] token and start/end of answer spans for
each token from the context.

the decoder. Type IDs are more helpful for NQ-
SA (approximately a 5-point drop in BLEU-4) than
NQ-LA since NQ-SA needs to use type IDs to mark
answers. Removing BERT initialization causes no-
table drops for both NQ-LA (3.6 drops in BLEU-4)
and NQ-SA (7.2 in BLEU-4), which implies that
BERT achieves better generalization when encod-
ing these considerably long contexts. Another inter-
esting finding is that the NQ-LA is more sensitive
to the number of layers of the encoder than NQ-SA.
When decreasing the layers to two from twelve,
NQ-LA drops by 0.4 in BLEU-4 while NQ-SA
drops by 0.2.

7 Out-of-Domain Evaluation with QA
Systems

We use a well-trained question answering system
as the evaluation method, given that the automated
scoring metrics have two notable drawbacks when
evaluating long-answer questions: (1) There are
usually multiple valid questions for long-answer
question generation as contexts are much longer
than previous work. However, most datasets only
have one gold question for each context; (2) They
cannot measure generated questions when there is
no gold question, which is the right problem that
we encountered for our News-LA dataset.

7.1 The QA Metrics
We use the BERT-joint model (Alberti et al., 2019b)
(Figure 2) for NQ question answering to evaluate
our long answer question generation. The BERT-
joint model takes the combination a question and
the corresponding context as an input, outputs the
probability of answer spans and the probability of
answer types. For a context of size n, it produces
pstart and pend for each token, indicating whether
this token is a start or end token of an answer span.
It then chooses the answer span (i, j) where i < j
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B1 B4 ME RL

Du-17 best 43.1 12.3 16.6 39.8
MSD 46.0 14.8 19.2 42.0

Table 4: The performance of our answer-free baseline,
compared with the best model from (Du et al., 2017).

that maximizes pstart(i) · pend(j) as the probabil-
ity of the answer. It also defines the probability
of no answer to be pstart([CLS]) · pend([CLS]),
i.e., an answer span that starts then stops at the
[CLS] token. Furthermore, the BERT-joint model
computes the probability of types of the question—
undetermined, long answer, short answer, and YES-
or-NO. This model achieves 66.2 % F1 on NQ long
answer test set, which is 10 % better compared to
models used in (Kwiatkowski et al., 2019; Parikh
et al., 2016). We define the answerability score
(sans) as log (pans/pno ans), and the granularity
score (sgra) as log (pla/psa) when evaluating our
long answer question generation with the BERT-
joint model.

7.2 QG Models to Compare
We construct a baseline model to compare as fol-
lows. Using the same BERTPGN architecture, we
train a model on the SQuAD sentence-question
pairs prepared by Du et al. (2017). When gener-
ating questions for news articles, we use the first
line of each news article as the context, with the
assumption that the first line is a genuine summary
produced by humans. Notice that the resulting
baseline is the state-of-the-art for answer-free (the
model does not know the whereabouts of answer
spans) question generation with SQuAD (Table 4).
We refer to the model as MSD hereafter. Similarly,
we call our BERTPGN model trained on the NQ
dataset as MNQ. We use beam search (beam=3)
for both models.

7.3 Evaluation Results
We show the QA evaluation results in Figure 3. In
the context column, MNQ shows a lower answer-
ability score than the baseline model MSD. While
granularity scores show a reverse trend, i.e., higher
scores for MNQ than those of MSD. This result im-
plies that MNQ generates more coarse-style ques-
tions that have long answers, but these questions
are considerably more difficult to answer by the
QA model, comparing to short-answer questions.

It is also reasonable to assume that news arti-
cles’ summaries are proper answer-candidates for
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Figure 3: Answerability and granularity scores of gen-
erated questions for News-LA with the BERT-joint
model (Alberti et al., 2019b) as the evaluation QA
model by answering generated questions from either
news article context or news article highlights. We com-
pare two models: (1) NQ: BERTPGN trained with NQ
dataset and generate on whole news articles; (2) SD:
BERTPGN trained with SQuAD dataset and generate
on the first line of each news article.
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Figure 4: Scatter plots of generated questions of the
News-LA from MNQ (left) and MSD (right). sans
and sgra are negatively correlated, but the MNQ model
tends to generate more questions with positive anser-
ability and granularity. Straight lines show fitted linear
regressions.

long-answer questions. Highlights in news arti-
cles are human-generated summaries, so we also
combine the same set of questions with their cor-
responding highlights as input for the BERT-joint
QA system with results shown as the highlights
column in Figure 3. The answerability scores drop
for both models comparing the column highlights
to the column of context, which is reasonable as the
models never see highlights when generating ques-
tions. However, the baseline method MSD drops
more significantly than MNQ, suggesting that the
baseline model is more context-dependent while
our model MNQ generates more self-explanatory
questions. From the granularity scores of high-
lights, we find that confidence to determine answer
types is lower for both models than that of the con-
text column. However, the MNQ still shows higher
granularity scores than the MSD.
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We map generated questions for the News-LA
on a 2D plot with x-axis the answerability score
and y-axis the granularity score for both models
in Figure 4. They also confirm the negative cor-
relation between answerability and granularity of
generated questions. However, the MNQ gener-
ates more questions with both positive sans and
sgra than those from MSD, indicating the effec-
tiveness of our model to generate introductory and
self-explanatory questions.

8 Out-of-Domain Human Evaluation

(%) Context Span Entire
T F T F T F

MNQ 38 62 77 23 49 51
MSD 70 30 89 11 40 60

Table 5: Ratios (shown as a percentage) between True
and False for human evaluation with three statements
(Context, Span, and Entire) on generated questions. We
count true/false marked by annotators with unanimity
amongst all three annotators for each statement.

We further conduct a human evaluation using
MTurk for the News-LA test set to verify that
we can generate self-explanatory and introductory
questions and that the automatic evaluation in Sec-
tion 7 agrees with human evaluation. We ask anno-
tators to read news articles and mark true or false
for seven statements regarding generated questions.
For each context-question pair, these statements
include (see examples in Appendix B)

• Question is context dependent
• Question is irrelevant to the article
• Question implies a contradiction to facts

present in the article
• Question focuses on a peripheral topic
• There is a short span to answer the question
• The entire article can be an answer
• None answer in the article
We randomly select 1000 news articles in News-

LA to perform our human evaluation with three
different annotators per news article. We received
three valid annotations for 943 news articles from
a set of 224 annotators. We first consider true/false
results regarding three metrics – Context, Span,
and Entire – considering only when unanimity is
reached among annotators (Table 5). MNQ ques-
tions are more context-free than MSD ones, with
38 % true and 62 % false towards the Context state-
ment. Second, the MNQ questions are more likely
to be answered by entire news articles (49 % true

sans sgra
MNQ MSD MNQ MSD

Context 0.1 −0.1 0.1 0.5
Irrelevant −1.0 −0.6 0.7 0.4
Contradiction −0.5 −0.3 0.4 0.2
Peripheral −0.3 −0.3 0.2 0.2
Span 1.5 1.1 −0.8 −0.6
Entire 0.4 0.3 0.4 0.3
None −1.5 −1.2 0.6 0.6

Table 6: Pearson correlation (1× 10−1) between hu-
man (Section 8) and automatic (Section 7) evaluation.
For each column, we mark the most positive and nega-
tive correlated scores in bold text.

of Entire vs. 40 %) while less likely to be answered
by spans from news articles (77 % true of Span
vs. 89 %) comparing with MSD questions. These
human evaluation results confirm that MNQ ques-
tions are more self-explanatory and introductory
than MSD.

We compute the sans and sgra for the 943 gen-
erated questions (Section 7). We then normalize
these two scores and conduct a Pearson correlation
analysis (Benesty et al., 2009) with human evalua-
tion results. We use all human evaluation results,
regardless of agreements among annotators. From
Table 6, we find that Span has the strongest posi-
tive correlation with the sans, while None shows
the strongest negative correlation – aligning with
the findings for answerability. Span also shows
the strongest negative correlation with the sgra for
both MNQ and MSD, but the highest positive cor-
relation with granularity varies, with Irrelevant for
MNQ questions and None for MSD questions.

9 Conclusion

We tackle the problem of question generation tar-
geted for human information seeking using auto-
matic question answering technology. We focus
on generating questions for news articles that can
be answered by longer passages rather than short
text spans as suggested questions. We build a
BERT-based Pointer-Generator Network as the QG
model, trained with the Natural Questions dataset.
Our method shows state-of-the-art performance in
terms of BLEU, METEOR, and ROUGE L scores
on our NQ question generation dataset. We then
apply our model to the out-of-domain news articles
without further training. We use a QA system to
evaluate our QG models as there are no gold ques-
tions for comparison. We also conduct a human
evaluation to confirm the QA evaluation results.
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Broader Impact

We describe a method for an autonomous agent to
suggest questions based on machine-reading and
question generation technology. Operationally, this
work focuses on newswire-sourced data where the
generated questions are answered by the text – and
is applicable to multi-turn search settings. Thus,
there are several potentially positive social impacts.
By presenting questions with known answers in
the text, users can more efficiently learn about top-
ics in the source documents. Our focus on self-
explanatory and introductory questions increases
the utility of questions for this purpose.

Conversely, there is potential to bias people to-
ward a subset of the news chosen by a purported
fair search engine, which may be more difficult to
detect as the provided questions remove some of
the article contexts. In principle, this is mitigated
by selecting content that maintains high journalistic
standards – but such a risk remains if the technol-
ogy is deployed by bad-faith actors.

The data for our experiments was derived from
the widely used Natural Questions (Kwiatkowski
et al., 2019) and CNN/Daily Mail (Hermann et al.,
2015) datasets, which in turn were derived from
public news sourced data. Our evaluation annota-
tions were performed on Amazon Mechanical Turk,
where three authors completed a sample task and
set a wage corresponding to an expected rate of
15 $/h.
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A Appendix

We show several generated questions here. Each
frame box contains a news article, with two ques-
tions generated by MNQ (showing in bold texts)
and MSD respectively. News articles are selected
from the CNN/Daily Mail dataset with preprocess-
ing described in Section 5.2. We also compare
these generated questions in Table 7.

Two Italians, a Dane, a German, a Frenchman and a Brit
walk into a space station... or will, in 2013, if all goes ac-
cording to European Space Agency plans. Europe’s six
new astronauts hope to join their American counterparts
on the Internation Space Station. The six new astronauts
named Wednesday were chosen from more than 8,400
candidates, and are the first new ESA astronauts since
1992, the space agency said in a statement. They include
two military test pilots, one fighter pilot and one com-
mercial pilot, plus an engineer and a physicist. ”This is
a very important day for human spaceflight in Europe,”
said Simonetta Di Pippo, Director of Human Spaceflight
at ESA. ”These young men and women are the next
generation of European space explorers. They have a
fantastic career ahead, which will put them right on top
of one of the ultimate challenges of our time: going
back to the Moon and beyond as part of the global ex-
ploration effort.” Humans have not walked on the moon
since 1972, just over three years after the first manned
mission to Earth’s nearest neighbor. The six will begin
space training in Germany, with an eye to being ready
for future missions to the International Space Station
and beyond in four years. They are: Samantha Cristo-
foretti of Italy, a fighter pilot with degrees in engineering
and aeronautical sciences; Alexander Gerst, a German
researcher with degrees in physics and earth science;
Andreas Mogensen, a Danish engineer with the private
space firm HE Space Operations; Luca Parmitano of
Italy, an Air Force pilot with a degree in aeronautical
sciences; Timothy Peake, an English test pilot with the
British military; and Frenchman Thomas Pesquet, an
Air France pilot who previously worked as an engineer
at the French space agency.

• who are the new astronauts on the moon
• how many italians walk into a space station in

2013
After several delays, NASA said Friday that space shut-
tle Discovery is scheduled for launch in five days. The
space shuttle Discovery, seen here in January, is now
scheduled to launch Wednesday. Commander Lee Ar-
chambault and his six crewmates are now scheduled to
lift off to the International Space Station at 9:20 p.m. ET
Wednesday. NASA said its managers had completed a
readiness review for Discovery, which will be making
the 28th shuttle mission to the ISS. The launch date had
been delayed to allow ”additional analysis and particle
impact testing associated with a flow-control valve in the
shuttle’s main engines,” the agency said. According to
NASA, the readiness review was initiated after damage
was found in a valve on the shuttle Endeavour during its
November 2008 flight. Three valves have been cleared
and installed on Discovery, it said. Discovery is to de-
liver the fourth and final set of ”solar array wings” to the
ISS. With the completed array the station will be able to
provide enough electricity when the crew size is doubled

to six in May, NASA said. The Discovery also will carry
a replacement for a failed unit in a system that converts
urine to drinkable water, it said. Discovery’s 14-day
mission will include four spacewalks, NASA said.

• when is the space shuttle discovery coming
out

• how many days is the space shuttle discovery
scheduled to launch

Unemployment in Spain has reached 20 percent, mean-
ing 4.6 million people are out of work, the Spanish
government announced Friday. The figure, from the
first quarter, is up from 19 percent and 4.3 million peo-
ple in the previous quarter. It represents the second-
highest unemployment rate in the European Union, after
Latvia, according to figures Friday from Eurostat, the
EU’s statistics service. Spanish Prime Minister Jose
Luis Rodriguez Zapatero told Parliament on Wednesday
he believes the jobless rate has peaked and will now start
to decline. The first quarter of the year is traditionally
poor for Spain because of a drop in labor-intensive ac-
tivity like construction, agriculture and tourism. This
week, Standard & Poor’s downgraded Spain’s long-term
credit rating and said the outlook is negative. ”We now
believe that the Spanish economy’s shift away from
credit-fuelled economic growth is likely to result in a
more protracted period of sluggish activity than we previ-
ously assumed,” Standard & Poor’s credit analyst Marko
Mrsnik said. Gross domestic product growth in Spain is
expected to average 0.7 percent annually through 2016,
compared with previous expectations of 1 percent annu-
ally, he said. Spain’s economic problems are closely tied
to the housing bust there, according to The Economist
magazine. Many of the newly unemployed worked in
construction, it said. The recession revealed how depen-
dent public finances were on housing-related tax rev-
enues, it said. Another problem in Spain is that wages
are set centrally and most jobs are protected, making
it hard to shift skilled workers from one industry to an-
other, the magazine said. Average unemployment for
the 27-member European Union stayed stable in March
at 9.6 percent, Eurostat said Friday. That percentage rep-
resents 23 million people, it said. The lowest national
unemployment rates were in the Netherlands and Aus-
tria, which had 4.1 and 4.9 percent respectively, Eurostat
said.

• what is the average unemployment rate in
spain

• what percentage of spain’s population is out
of work

Atlanta rapper DeAndre Cortez Way, better known by
his stage name Soulja Boy Tell ’Em or just Soulja Boy,
was charged with obstruction after running from po-
lice despite an order to stop, a police spokesman said
Friday. Rapper Soulja Boy was arrested in Georgia
after allegedly running from police. The 19-year-old
singer was among a large group that had gathered at a
home in Stockbridge, 20 miles south of Atlanta, said
Henry County, Georgia, police Capt. Jason Bolton. Way
was arrested Wednesday night along with another man,
Bolton said. Police said Way left jail Thursday after
posting a $550 bond. Bolton said officers responded
to a complaint about a group of youths milling around
the house, which appeared to be abandoned. When po-
lice arrived, they saw about 40 people. Half of them
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President of the United Nations General Assembly [ Miroslav Lajčák of Slovakia ] has been elected as the
United Nations General Assembly President of its 72nd session beginning in September 2017.
who is the current president of un general assembly
Learner ’s permit Typically , a driver operating with a learner ’s permit must be accompanied by [ an adult
licensed driver who is at least 21 years of age or older and in the passenger seat of the vehicle at all times ] .
who needs to be in the car with a permit driver
Java development Kit [ The Java Development Kit ( JDK ) is an implementation of either one of the Java
Platform , Standard Edition , Java Platform , Enterprise Edition , or Java Platform , Micro Edition platforms
released by Oracle Corporation in the form of a binary product aimed at Java developers on Solaris , Linux ,
macOS or Windows . The JDK includes a private JVM and a few other resources to finish the development
of a Java Application . Since the introduction of the Java platform , it has been by far the most widely used
Software Development Kit ( SDK ) . On 17 November 2006 , Sun announced that they would release it under
the GNU General Public License ( GPL ) , thus making it free software . This happened in large part on 8
May 2007 , when Sun contributed the source code to the OpenJDK . ]
what is the use of jdk in java

Figure 5: Examples of the NQ data preprocessing from the training set. Orange texts are Wikipedia titles that added
in the front the each long answers. In first two examples, annotators mark there are short answers represented in
cyan; while for the last example, there is no short answer marked by annotators so we mark the whole paragraph
as the answer. Cyan texts are tagged with type ID ‘1’ during preprocessing.

Context Therefore sign [ (1) In logical argument and mathematical proof, [ (2) [ (3) the [ (4) therefore sign (/4) ]
(/3) ] ( ∴ ) is generally used before [ (5) a logical consequence, such as the conclusion of a syllogism. (/5) ]
(/2) ] The symbol consists of three dots placed in an upright triangle and is read therefore. It is encoded at
U+2234 ∴ therefore (HTML &#8756; &there4;). For common use in Microsoft Office hold the ALT key and
type “8756”. While it is not generally used in formal writing, it is used in mathematics and shorthand. It is
complementary to U+2235 ∵ because (HTML &#8757;). (/1) ]

Question what do the 3 dots mean in math
SA 1 whole paragraph
Predicted what is the therefore sign in a syllogism
SA 2 [the therefore sign ( ∴ ) is generally used before a logical consequence, such as the conclusion of a syllogism.]
Predicted what is the meaning of therefore in triangle
SA 3 [the therefore sign]
Predicted what is the name of the three dots in a triangle called
SA 4 [therefore sign]
Predicted what is the name of the three dots in a triangle called
SA 5 [a logical consequence , such as the conclusion of a syllogism]
Predicted when is the therefore sign used in a syllogism

Figure 6: Example of the question generation from Natural Questions dataset with BERTPGN. We use ‘[ (i)’ and
‘(/i) ]’ to represent the start and end position of the i-th answer span. The context is the long answer for the
question what do the 3 dots mean in math. Five short answers (SA) marked by five different annotators. Our
BERTPGN model with nucleus sampling (Holtzman et al., 2019) with temperature of 0.1 produces different but
related questions for each short answers as well as the whole context with brackets over each of them.

ran away, including Way, Bolton said. The ones who
remained told officers they were at the home to film a
video. Way was arrested when he returned to the house
to get his car, Bolton said. He said the house was dark
inside and looked abandoned. ”He just ran from the
police, and then he decided to come back,” according to
Bolton. The second man who returned for his vehicle
was arrested after police found eight $100 counterfeit
bills inside, according to the officer. Way broke into
the music scene two years ago with his hit ”Crank That
(Soulja Boy).” The rapper also describes himself as a
producer and entrepreneur.

• what is the meaning of soulja boy tell em
• what was deandre cortez way known as

The U.S. military is gearing up for a possible influx of
Haitians fleeing their earthquake-stricken country at an
Army facility not widely known for its humanitarian
missions: Guantanamo Bay. Soldiers at the base have

set up tents, beds and toilets, awaiting possible orders
from the secretary of defense to proceed, according to
Maj. Diana Haynie, a spokeswoman for Joint Task Force
Guantanamo Bay. ”There’s no indication of any mass
migration from Haiti,” Haynie stressed. ”We have not
been told to conduct migrant operations.” But the base is
getting ready ”as a prudent measure,” Haynie said, since
”it takes some time to set things up.” Guantanamo Bay is
about 200 miles from Haiti. Currently, military person-
nel at the base are helping the earthquake relief effort
by shipping bottled water and food from its warehouse.
In addition, Gen. Douglas Fraser, commander of U.S.
Southern Command, said the Navy has set up a ”logistics
field,” an area to support bigger ships in the region. The
military can now use that as a ”lily pad” to fly supplies
from ships docked at Guantanamo over to Haiti, he said.
”Guantanamo Bay proves its value as a strategic hub for
the movement of supplies and personnel to the affected
areas in Haiti,” Haynie said. As part of the precautionary
measures to prepare for possible refugees, the Army has
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BERTPGN-NQ-whole-article BERTPGN-SQuAD-first-line

who are the new astronauts on the moon how many italians walk into a space station in 2013
when is the space shuttle discovery coming out how many days is the space shuttle discovery scheduled

to launch
what is the average unemployment rate in spain what percentage of spain’s population is out of work
what is the meaning of soulja boy tell em what was deandre cortez way known as
where does the us refugees at guantanamo bay come from what is the name of the us military facility in the us
what happened to the girl in the texas polygamist ranch what was the name of the texas polygamist ranch
who scored the first goal in the premier league which team did everton fc beat to win the premier league’s

home draw with tottenham on sunday

Table 7: Comparing generated questions side-by-side. Our model uses uncased vocabulary and omits the final
question mark.

erected 100 tents, each holding 10 beds, according to
Haynie. Toilet facilities are nearby. If needed, hundreds
more tents are stored in Guantanamo Bay and can be
erected, she said. The refugees would be put on the
leeward side of the island, more than 2 miles from some
200 detainees being held on the other side, Haynie said.
The refugees would not mix with the detainees. Joint
Task Force Guantanamo Bay is responsible for planning
for any kind of Caribbean mass immigration, accord-
ing to Haynie. In the early 1990s, thousands of Haitian
refugees took shelter on the island, she said.

• where does the us refugees at guantanamo
bay come from

• what is the name of the us military facility in
the us

A Colorado woman is being pursued as a ”person of in-
terest” in connection with phone calls that triggered the
raid of a Texas polygamist ranch, authorities said Friday.
Rozita Swinton, 33, has been arrested in a case that is
not directly related to the Texas raid. Texas Rangers are
seeking Rozita Swinton of Colorado Springs, Colorado,
”regarding telephone calls placed to a crisis center hot
line in San Angelo, Texas, in late March 2008,” the
Rangers said in a written statement. The raid of the YFZ
(Yearning for Zion) Ranch in Eldorado, Texas, came af-
ter a caller – who identified herself as a 16-year-old girl
– said she had been physically and sexually abused by an
adult man with whom she was forced into a ”spiritual
marriage.” The release said a search of Swinton’s home
in Colorado uncovered evidence that possibly links her
to phone calls made about the ranch, run by the Funda-
mentalist Church of Jesus Christ of Latter-day Saints.
”The possibility exists that Rozita Swinton, who has
nothing to do with the FLDS church, may have been
a woman who made calls and pretended she was the
16-year-old girl named Sarah,” CNN’s Gary Tuchman
reported. Swinton, 33, has been charged in Colorado
with false reporting to authorities and is in police cus-
tody. Police said that arrest was not directly related to
the Texas case. Authorities raided the Texas ranch April
4 and removed 416 children. Officials have been try-
ing to identify the 16-year-old girl, referred to as Sarah,
who claimed she had been abused in the phone calls.
FLDS members have denied the girl, supposedly named
Sarah Jessop Barlow, exists. Some of the FLDS women
who spoke with CNN on Monday said they believed
the calls were a hoax. While the phone calls initially
prompted the raid, officers received a second search
warrant based on what they said was evidence of sex-
ual abuse found at the compound. In court documents,

investigators described seeing teen girls who appeared
pregnant, records that showed men marrying multiple
women and accounts of girls being married to adult men
when they were as young as 13. A court hearing began
Thursday to determine custody of children who were
removed from the ranch.

• what happened to the girl in the texas
polygamist ranch

• what was the name of the texas polygamist
ranch

Everton scored twice late on and goalkeeper Tim
Howard saved an injury-time penalty as they fought
back to secure a 2-2 Premier League home draw with
Tottenham on Sunday. Jermain Defoe gave the visitors
the lead soon after the interval when nipping in front of
Tony Hibbert to convert Aaron Lennon’s cross at the near
post for his 13th goal of the season. And they doubled
their advantage soon after when defender Michael Daw-
son headed home a Niko Kranjcar corner. But Everton
got a foothold back in the game when Seamus Cole-
man’s run and cross was converted by fellow-substitute
Louis Saha in the 78th minute. And Tim Cahill rescued
a point for the home side with four minutes remaining
when he stooped low to head home Leighton Baines’
bouncing cross. However, there was still further drama
to come when Hibbert was penalized for crashing into
Wilson Palacios in the area. However, England striker
Defoe smashed his penalty too close to Howard and the
keeper pulled off a fine save to give out-of-form Everton
a morale-boosting point. The result means Tottenham
remain in fourth place, behind north London rivals Ar-
senal, while Everton have now won just one of their last
nine league games. In the day’s other match, Bobby
Zamora scored the only goal of the game as Fulham beat
Sunderland 1-0 to move up to eighth place in the table.

• who scored the first goal in the premier
league

• which team did everton fc beat to win the
premier league’s home draw with tottenham
on sunday

B Human Evaluation Criteria

Question is context dependent
Some questions are context-dependent, e.g.,
• “who intends to boycott the election” - which

election?
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• “where did the hijackers go to” - what hijack-
ers?

• “what type of hats did they use” - who are
they?

• “how many people were killed in the quake” -
which quake?

Compared to these context-independent, self-
contained questions:

• “what was toyota’s first-ever net loss”
• “who is hillary’s secretary of state”
• “what is the name of the motto of the new

york times ”

Question is irrelevant to the article
Given a news article:
”Usually when I mention suspended animation people
will flash me the Vulcan sign and laugh,” says scien-
tist Mark Roth. But he’s not referring to the plot of a
”Star Trek” episode. Roth is completely serious about
using lessons he’s learned from putting some organisms
into suspended animation to help people survive med-
ical trauma. He spoke at the TED2010 conference in
Long Beach, California, in February. The winner of a
MacArthur genius fellowship in 2007, Roth described
the thought process that led him and fellow researchers
to explore ways to lower animals’ metabolism to the
point where they showed no signs of life – and yet were
not dead. More remarkably, they were able to restore the
animals to normal life, with no apparent damage. Read
more about Roth on TED.com The Web site of Roth’s
laboratory at the Fred Hutchinson Cancer Research Cen-
ter in Seattle, Washington, describes the research this
way: ”We use the term suspended animation to refer to
a state where all observable life processes (using high
resolution light microscopy) are stopped: The animals
do not move nor breathe and the heart does not beat.
We have found that we are able to put a number of ani-
mals (yeast, nematodes, drosophila, frogs and zebrafish)
into a state of suspended animation for up to 24 hours
through one basic technique: reducing the concentration
of oxygen.” Visit Mark Roth’s laboratory Roth is inves-
tigating the use of small amounts of hydrogen sulfide, a
gas that is toxic in larger quantities, to lower metabolism.
In his talk, he imagined that ”in the not too distant future,
an EMT might give an injection of hydrogen sulfide, or
some related compound, to a person suffering severe
injuries, and that person might de-animate a bit ... their
metabolism will fall as though you were dimming a
switch on a lamp at home. ”That will buy them the time
to be transported to the hospital to get the care they need.
And then, after they get that care ... they’ll wake up. A
miracle? We hope not, or maybe we just hope to make
miracles a little more common.”

The question: “what is the meaning of suspended
animation in star trek” is irrelevant to the news
since the news is not talking about Star Trek.

However, the question “what is the meaning of
suspended animation” is related.

Question implies a contradiction to facts
present in the article

Given a news article:

At least 6,000 Christians have fled the northern Iraqi city
of Mosul in the past week because of killings and death
threats, Iraq’s Ministry of Immigration and Displaced
Persons said Thursday. A Christian family that fled Mo-
sul found refuge in the Al-Sayida monastery about 30
miles north of the city. The number represents 1,424
families, at least 70 more families than were reported to
be displaced on Wednesday. The ministry said it had set
up an operation room to follow up sending urgent aid to
the displaced Christian families as a result of attacks by
what it called ”terrorist groups.” Iraqi officials have said
the families were frightened by a series of killings and
threats by Muslim extremists ordering them to convert to
Islam or face death. Fourteen Christians have been slain
in the past two weeks in the city, which is about 260
miles (420 kilometers) north of Baghdad. Mosul is one
of the last Iraqi cities where al Qaeda in Iraq has a sig-
nificant presence and routinely carries out attacks. The
U.S. military said it killed the Sunni militant group’s No.
2 leader, Abu Qaswarah, in a raid in the northern city
earlier this month. In response to the recent attacks on
Christians, authorities have ordered more checkpoints
in several of the city’s Christian neighborhoods. The
attacks may have been prompted by Christian demon-
strations ahead of provincial elections, which are to be
held by January 31, authorities said. Hundreds of Chris-
tians took to the streets in Mosul and surrounding vil-
lages and towns, demanding adequate representation on
provincial councils, whose members will be chosen in
the local elections. Thursday, Iraq’s minister of immigra-
tion and displaced persons discussed building housing
complexes for Christian families in northern Iraq and
allocating land to build the complexes. Abdel Samad
Rahman Sultan brought up the issue when he met with
a representative of Iraq’s Hammurabi Organization for
Human Rights and with the head of the Kojina Orga-
nization for helping displaced persons. A curfew was
declared Wednesday in several neighborhoods of eastern
Mosul as authorities searched for militants behind the
attacks.

The question “how many christians fled to mosul
in the past” is contradicted to the fact — 6000
christians fled from Mosul — in the news.

Question focuses on a peripheral topic
Given a news article:
One of the Marines shown in a famous World War II
photograph raising the U.S. flag on Iwo Jima was posthu-
mously awarded a certificate of U.S. citizenship on Tues-
day. The Marine Corps War Memorial in Virginia de-
picts Strank and five others raising a flag on Iwo Jima.
Sgt. Michael Strank, who was born in Czechoslovakia
and came to the United States when he was 3, derived
U.S. citizenship when his father was naturalized in 1935.
However, U.S. Citizenship and Immigration Services
recently discovered that Strank never was given citi-
zenship papers. At a ceremony Tuesday at the Marine
Corps Memorial – which depicts the flag-raising – in
Arlington, Virginia, a certificate of citizenship was pre-
sented to Strank’s younger sister, Mary Pero. Strank
and five other men became national icons when an As-
sociated Press photographer captured the image of them
planting an American flag on top of Mount Suribachi
on February 23, 1945. Strank was killed in action on
the island on March 1, 1945, less than a month before
the battle between Japanese and U.S. forces there ended.
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Jonathan Scharfen, the acting director of CIS, presented
the citizenship certificate Tuesday. He hailed Strank as
”a true American hero and a wonderful example of the
remarkable contribution and sacrifices that immigrants
have made to our great republic throughout its history.”

The question “who presented the american flag
raising on iwo jima” focuses on a peripheral topic
— the name of the one raising the flag.

While the question “who was awarded a certifi-
cate of citizenship raising the u.s. flag” focuses on
the main topic - getting a citizenship.

There is a short span to answer the question
Given a news:
Los Angeles police have launched an internal investi-
gation to determine who leaked a picture that appears
to show a bruised and battered Rihanna. Rihanna was
allegedly attacked by her boyfriend, singer Chris Brown,
before the Grammys on February 8. The close-up photo
– showing a woman with contusions on her forehead
and below her eyes, and cuts on her lip – was published
on the entertainment Web site TMZ Thursday. TMZ
said it was a photo of Rihanna. Twenty-one-year-old
Rihanna was allegedly attacked by her boyfriend, singer
Chris Brown, on a Los Angeles street before the two
were to perform at the Grammys on February 8. ”The
unauthorized release of a domestic violence photograph
immediately generated an internal investigation,” an L.A.
police spokesman said in a statement. ”The Los Ange-
les Police Department takes seriously its duty to main-
tain the confidentiality of victims of domestic violence.
A violation of this type is considered serious miscon-
duct, with penalties up to and including termination.” A
spokeswoman for Rihanna declined to comment. The
chief investigator in the case had told CNN earlier that
authorities had tried to guard against leaks. Detective
Deshon Andrews said he had kept the case file closely
guarded and that no copies had been made of the original
photos and documents. Brown was arrested on Febru-
ary 8 in connection with the case and and booked on
suspicion of making criminal threats. Authorities are
trying to determine whether Brown should face domes-
tic violence-related charges. Brown apologized for the
incident this week. ”Words cannot begin to express how
sorry and saddened I am over what transpired,” the 19-
year-old said in a statement released by his spokesman.
”I am seeking the counseling of my pastor, my mother
and other loved ones and I am committed, with God’s
help, to emerging a better person.”

The question “who have launched an internal
investigation of the leaked rihanna’s picture” can
be answered by “Los Angeles police”.

The entire article can be an answer
Given a news:
A high court in northern India on Friday acquitted a
wealthy businessman facing the death sentence for the
killing of a teen in a case dubbed ”the house of horrors.”
Moninder Singh Pandher was sentenced to death by a
lower court in February. The teen was one of 19 victims
– children and young women – in one of the most grue-
some serial killings in India in recent years. The Alla-

habad high court has acquitted Moninder Singh Pandher,
his lawyer Sikandar B. Kochar told CNN. Pandher and
his domestic employee Surinder Koli were sentenced
to death in February by a lower court for the rape and
murder of the 14-year-old. The high court upheld Koli’s
death sentence, Kochar said. The two were arrested two
years ago after body parts packed in plastic bags were
found near their home in Noida, a New Delhi suburb.
Their home was later dubbed a ”house of horrors” by the
Indian media. Pandher was not named a main suspect by
investigators initially, but was summoned as co-accused
during the trial, Kochar said. Kochar said his client was
in Australia when the teen was raped and killed. Pandher
faces trial in the remaining 18 killings and could remain
in custody, the attorney said.

The question “what was the case of the house of
horrors in northern india” can be answered by the
whole news article. There is no short span can be
extracted as an answer.

None answer in the article
Given a news:

Buy a $175,000 package to attend the Oscars and you
might buy yourself trouble, lawyers for the Academy
Awards warn. The 81st annual Academy Awards will be
held on February 22 from Hollywood’s Kodak Theatre.
The advertising of such packages – including four tick-
ets to the upcoming 81st annual Academy Awards and a
hotel stay in Los Angeles, California – has prompted the
Academy of Motion Picture Arts and Sciences to sue
an Arizona-based company. The Academy accused the
company Experience 6 of selling ”black-market” tickets,
because tickets to the lavish movie awards show cannot
be transferred or sold. Selling tickets could become a
security issue that could bring celebrity stalkers or ter-
rorists to the star-studded event, says the lawsuit, which
was filed Monday in federal court in the Central Dis-
trict of California. ”Security experts have advised the
Academy that it must not offer tickets to members of the
public and must know identities of the event attendees,”
the lawsuit says. ”In offering such black-market tick-
ets, defendants are misleading the public and the ticket
buyers into thinking that purchasers will be welcomed
guests, rather than as trespassers, when they arrive for
the ceremony.” Experience 6 did not return calls from
CNN for comment. On Tuesday morning, tickets to the
event were still being advertised on the company’s Web
site. The Oscars will be presented February 22 from
Hollywood’s Kodak Theatre. The Academy Awards
broadcast will air on ABC. Hugh Jackman is scheduled
to host.

The questions “where does the 81st annual
academy awards come from” and “how much did
the academy pay to attend the oscars” cannot be
answered from the news.
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Abstract

Document-grounded goal-oriented dialog sys-
tem understands users’ utterances, and gener-
ates proper responses by using information ob-
tained from documents. The Dialdoc21 shared
task consists of two subtasks; subtask1, find-
ing text spans associated with users’ utterances
from documents, and subtask2, generating re-
sponses based on information obtained from
subtask1. In this paper, we propose two mod-
els (i.e., a knowledge span prediction model
and a response generation model) for the sub-
task1 and the subtask2. In the subtask1, dia-
logue act losses are used with RoBERTa, and
title embeddings are added to input represen-
tation of RoBERTa. In the subtask2, various
special tokens and embeddings are added to in-
put representation of BART’s encoder. Then,
we propose a method to assign different dif-
ficulty scores to leverage curriculum learning.
In the subtask1, our span prediction model
achieved F1-scores of 74.81 (ranked at top 7)
and 73.41 (ranked at top 5) in test-dev phase
and test phase, respectively. In the subtask2,
our response generation model achieved sacre-
BLEUs of 37.50 (ranked at top 3) and 41.06
(ranked at top 1) in in test-dev phase and test
phase, respectively.

1 Introduction

The Dialdoc21 shared task is a task that generates a
proper response by finding a knowledge span from
a document associated with a dialogue history. It
consists of two subtasks; subtask1 for finding use-
ful knowledge spans from a document and subtask2
for generating proper responses based on the knowl-
edge spans. The doc2dial dataset, the dataset for
the Dialdoc21 shared task, contains conversations

∗equal contribution

between users and agents in real-world situations.
The user and the agent engage in a conversation
associated with a document, and the agent should
provide the user with document-grounded infor-
mation in order to guide the user. In this paper,
we propose two models to perform the Dialdoc21
shared task using a pre-trained language model.
In particular, we show that in the process of fine-
tuning the pre-trained model, the proposed input
representations significantly contribute to improv-
ing performances.

2 Related Work

The baseline models for the subtask1 and the sub-
task2 were proposed by Feng et al. (2020), the
composers of doc2dial datasets. They formulated
the subtask1 as a span selection, inspired by ex-
tractive question answering tasks such as SQuAD
task (Rajpurkar et al., 2016, 2018). Zheng et al.
(2020) proposed a method to reflect the differences
between knowledge spans used for each turn and
current knowledge span candidates. The differen-
tial information is fused with or disentangled from
the contextual information to facilitate final knowl-
edge selection. Wolf et al. (2019) constructed input
presentation using word, dialog state and positional
embedding.

3 Task Description

In the subtask1, our goal is to find a relevant knowl-
edge span required for agent’s response in a con-
versation composed of multi-turns from a given
document. Inspired by Feng et al. (2020), we pro-
pose a joint model to perform both dialogue act
prediction and knowledge span prediction. In the
subtask2, our goal is to generate agent’s response
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Title Section ID Span ID Text
8 31 For Your Surviving Divorced Spouse

32 If you have a surviving divorced spouse
they could get the same benefits as your widow or widower provided that your marriage9

33
lasted 10 years or more.
Benefits paid to a surviving divorced spouse won’t affect the benefit amounts your other

10 34
survivors will receive based on your earnings record.
If your former spouse is caring for your child who is under age 16 or disabled and gets

35
benefits on your record ,

36 they will not have to meet the length - of - marriage rule.

For Your Surviving Divorced Spouse

11

37 The child must be your natural or legally adopted child.

Table 1: Example of span extensions from a sentence to a title. The red cell denotes an answer span predicted by
the subtask1 model. The green cell denotes a section span containing the answer span. The blue cell denotes a title
span containing the predicted span.

in natural language based on a dialogue history and
a document associated with the dialogue history.
The dialogue history consists of speakers and utter-
ances. Then, the document consists of sentences,
tags, titles, and so on. Based on these structural in-
formation of the dialogue history and the document,
we define special tokens and embeddings. Then,
we propose a method to reflect these special tokens
and embeddings to the well-known BART model
(Lewis et al., 2020). The doc2dial dataset contains
goal-oriented dialogues and knowledge documents.
For developing models, three sub-datasets in four
domains (DMV, VA, SSA, and studentaid) were
deployed; a train dataset, a validation dataset, and
a test-dev dataset. For evaluating the models, a
test dataset in five domains (i.e., four seen domains
(DMV, VA, SSA, studentaid) and an unseen do-
main (COVID-19)) was used. The test-dev dataset
embodied 30% of the test dataset except for the
unseen domain.

4 Key Components of Our Model

4.1 Subtask1
We adopt pre-trained RoBERTa-large model (Liu
et al., 2019) as a backbone. Each dialogue turn
in the train dataset and the validation dataset has
a dialogue act label. We assume that agent’s di-
alogue act aids to find a proper knowledge span.
For dialogue act prediction, we use a fully con-
nected layer added on the [CLS] output vector of
the RoBERTa-large model. Then, we pointwise
add special embeddings called title embeddings to
conventional input representation of the RoBERTa-
large model. As shown in Table 1, each span in a
knowledge document has its own title. By adding
the title embedding, we expect that spans sharing
the same title will be tied together to help find a
knowledge span. For knowledge span prediction,
we use the well-known machine reading compre-

hension (MRC) architecture proposed by (Devlin
et al., 2019). In the MRC model, each output vec-
tor of the RoBERTa-large model is fed into a bi-
directional gated recurrent unit (Bi-GRU) (Cho
et al., 2014) layer. Then, each output of the Bi-
GRU layer is again fed into a fully connected layer
for predicting a starting position and an ending po-
sition of a knowledge span. Finally, the knowledge
span prediction model expands predicted spans (a
sequence of words) into span segments predefined
with span IDs. In this paper, these predefined span
segments are called answer spans. The final loss
function of the proposed span prediction model,
Ltotal, is the weighted sum of the dialogue act pre-
diction loss, Ldialogueact, and the span prediction
loss, Lspan, as follows:

Ltotal = α ∗ Ldialogueact + β ∗ Lspan

where α and β are weighting parameters that are
set to 0.3 and 0.7, respectively. Then, the dialogue
act prediction loss and the span prediction loss are
calculated by minimizing cross-entropies between
predicted values and gold values, respectively.

4.2 Subtask2

Token Meaning
<user> Beginning of user’s utterance
<agent> Beginning of agent’s utterance
<doc> Beginning of a knowledge document

<title>
Beginning of a knowledge document‘s
title

<rank> Bordering between answer spans

<u>
Ending of underline markup that is
existed in a knowledge document

<h>
Ending of heading markup that is
existed in a knowledge document

Table 2: Special tokens and their meanings.

We adopt pre-trained BART-base model (Lewis
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et al., 2020) as a backbone. An input of BART’s
encoder consists of a dialogue history and a knowl-
edge document. We use a current utterance and
7 previous utterances, ui, ui−1, . . . , ui−7, as a di-
alogue history. Then, we use answer spans that
are constructed from 100 span candidates pre-
dicted by the knowledge span prediction model,
ŝ0, ŝ1, . . . , ŝ100, as a knowledge document. For
enriching input representation of BART’s encoder,
we use special tokens and additional embeddings.
We first add some special tokens to BART’s input,
as shown in Table 2. Then, we pointwise add the
following special embeddings to input representa-
tion of BART’s encoder:

Type-of-Input embedding: Embedding to dis-
tinguish between a dialogue history and a knowl-
edge document.

Rank Embedding: Embedding for representing
rankings of title spans containing answer spans
that are returned by the knowledge span prediction
model.

Rank-in-Section Embedding: Embedding for
representing rankings of answer spans in each title.

Figure 1: Special tokens and embeddings.

Figure 1 illustrates the proposed special tokens and
embeddings.

5 Curriculum Learning

To improve performances, we train the proposed
models through curriculum learning (Xu et al.,
2020). Figure 2 illustrates the training process by
curriculum learning. We first divide the training
dataset into N buckets and train N teacher model
(i.e., a teacher model per bucket). In this paper, N
is set to four. Then, we measure performances of
each teacher model by using N-1 dataset except for
those used for training each teacher model. Based
on the performances of the teacher models, we
assign each data to difficulty levels.

Figure 2: Curriculum learning process. K denotes the
number of difficulty levels.

5.1 Difficulty level for subtask1
In the subtask1, we implement four teacher model
based on the RoBERTa-base model (Liu et al.,
2019). Each teacher model calculates an average of
F1-score and EM-score (i.e., F1-score + EM score
/ 2) per input data. Then, the average scores of
three teacher models are summed. According to
the summed average scores, we divide the training
dataset into an easiest level (the summed average
score of 300), an easy level (the summed average
score of (200,300)), a median level (the summed
average score of (100,200]), and a difficult level
(the summed average score of (0,100]). The num-
bers of data in each level are 5,390, 3,215, 6,538
and 9,260, respectively.

5.2 Difficulty level for subtask2
In the subtask2, we implement four teacher mod-
els based on the BART-base model (Lewis et al.,
2020). We compute an average sum of sacreBLEUs
evaluated by each teacher model. Then, we perform
human evaluations on the computed average sums.
Based on the human evaluations, we divide the
training dataset into an easy level (sacreBLEU of
[30,100]), a median level (sacreBLEU of [15,30)),
and a difficult level (sacreBLEU of [0,15)). The
numbers of data in each level are 8,165, 3,976, and
12,262, respectively.

5.3 Training detail
Based on the measured difficulty scoring, the total
training stage consists of K+1 phases. For instance,
if K is set to two, the difficulty level comprises
of two levels, i.e., “easy” and “difficult”, and the
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training stage is composed of three phases. Con-
cisely, we sort training datasets through difficulty
levels. In the first stage, we train the model by us-
ing 1/K dataset of “easy” level. In the second stage,
we train the model by using 1/K dataset of “easy”
level and 1/K dataset of “difficult” level excluding
data used for the previous training stage. In the
last stage, we train the model by using the entire
training dataset until convergence. Since we use K
as 4 in subtask1 and K as 3 in subtask2, each stage
is composed of five phases and four phases.

6 Experiments

Models F1 EM
BERT-large 67.96 52.02
+ DA 69.29 54.04
RoBERTa-large - -
+ DA 72.23 56.06
+ DA + T 72.91 57.07
+ DA + T + CL 74.81 59.59

Table 3: Subtask1 test-dev phase results. DA denotes
the dialogue act prediction, T denotes the title embed-
ding, and CL denotes the curriculum learning.

As shown in Table 3, the span prediction
model based on RoBERTa-large showed better
performances than that based on BERT-large
(Devlin et al., 2019). The dialogue act con-
tributed to improving performances: “BERT-
large+DA” showed F1-score of 1.33%p higher and
EM score of 2.02%p higher than “BERT-large”.
The title embedding contributed to improving
performances: “RoBERTa-large+DA+T” showed
F1-score of 0.68%p higher and EM score of
1.01%p higher than “RoBERTa-large+DA”. More-
over, the curriculum learning significantly con-
tributed to improving performances: “RoBERTa-
large+DA+T+CL” showed F1-score of 1.9%p
higher and EM score of 2.52%p higher than
“RoBERTa-large+DA+T”. Table 4 lists results of
the subtask2 in the test-dev phase.
As shown in Table 4, the Type-of-Input embed-
ding contributed to improving the sacreBLEU of
2.74%p compared to BART-base. Adding the
Rank embedding improved the score by 5.39%p,
and adding the Rank-in-Section embedding boosts
the performance by another 4.47%p. Finally, the

Models SacreBLEU
BART-base 23.09
+ TI 25.83
+ TI + R 31.22
+ TI + R + RS 35.69
+ TI + R + RS + CL 37.50

Table 4: Subtask2 test-dev phase results. TI denotes
the Type-of-Input embedding, R denotes the Rank em-
bedding, RS denotes the Rank-in-Section embedding,
and CL denotes the curriculum learning.

curriculum learning improved the sacreBLEU of
1.81%p.

7 Conclusion

We proposed a document-grounded goal-oriented
dialogue system for the Dialdoc21 shared task.
The proposed model used various special tags and
embeddings for enriching input representation of
pre-trained language models, RoBERTa-large for
knowledge span prediction and BART for response
generation. In addition, curriculum learning was
adopted to achieve performance improvements. In
the subtask1, our span prediction model achieved
F1-scores of 74.81 (ranked at top 7) and 73.41
(ranked at top 5) in test-dev phase and test phase,
respectively. In the subtask2, our response genera-
tion model achieved sacreBLEUs of 37.50 (ranked
at top 3) and 41.06 (ranked at top 1) in test-dev
phase and test phase, respectively.
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Abstract
In this paper, we discuss our submission for
DialDoc subtask 1. The subtask requires sys-
tems to extract knowledge from FAQ-type doc-
uments vital to reply to a user’s query in a
conversational setting. We experiment with
pretraining a BERT-based question-answering
model on different QA datasets from MRQA,
as well as conversational QA datasets like
CoQA and QuAC. Our results show that mod-
els pretrained on CoQA and QuAC perform
better than their counterparts that are pre-
trained on MRQA datasets. Our results also
indicate that adding more pretraining data
does not necessarily result in improved perfor-
mance. Our final model, which is an ensem-
ble of AlBERT-XL pretrained on CoQA and
QuAC independently, with the chosen answer
having the highest average probability score,
achieves an F1-Score of 70.9% on the official
test-set.

1 Introduction

Question Answering (QA) involves constructing an
answer for a given question in either an extractive
or an abstractive manner. QA systems are central
to other Natural Language Processing (NLP) appli-
cations like search engines, and dialogue. Recently,
QA based solutions have also been proposed to
evaluate factuality (Wang et al., 2020) and faithful-
ness (Durmus et al., 2020) of abstractive summa-
rization systems.

In addition to popular QA benchmarks like
SQuAD (Rajpurkar et al., 2016), and MRQA-
2019 (Fisch et al., 2019), we have seen QA chal-
lenges that require reasoning over human dialogue.
Some notable examples being QuAC (Choi et al.,
2018) and CoQA (Reddy et al., 2019). These
datasets require the model to attend to the entire
dialogue context in the process of retrieving an an-
swer. In this work, we are interesting in building a
QA system to help with human dialogue.

Feng et al. (2020) introduced a new dataset
of goal-oriented dialogues (Doc2Dial) that are
grounded in the associated documents. Each sam-
ple in the dataset consists of an information-seeking
conversation between a user and an agent where
agent’s responses are grounded in FAQ-like web-
pages. DialDoc shared task derives its training
data from the Doc2Dial dataset and proposes two
subtasks which require the participants to (1) iden-
tify the grounding knowledge in form of document
span for the next agent turn; and (2) generate the
next agent response in natural language.

In this paper, we describe our solution to the sub-
task 1. This subtask is formulated as a span selec-
tion problem. Therefore, we leverage a transformer-
based extractive question-answering model (Devlin
et al., 2019; Lan et al., 2019) to extract the rele-
vant spans from the document. We pretrain our
model on different QA datasets like SQuAD, dif-
ferent subsets of MRQA-2019 training set, and
conversational QA datasets like CoQA and QuAC.
We find that models pretrained on out-of-domain
QA datasets substantially outperform the baseline.
Our experiments suggest that conversational QA
datasets are more useful than MRQA-2019 data
or its subsets. In the following sections, we first
present an overview of the DialDoc shared task
(§2), followed by our system description (§3) and
a detailed account of our experimental results, and
ablation studies (§4, §5).

2 DialDoc Shared Task Dataset

Dataset used in the DialDoc shared-task is derived
from Doc2Dial dataset (Feng et al., 2020), a new
dataset with goal-oriented document-grounded dia-
logue. It includes a set of documents and conver-
sations between a user and an agent grounded in
the associated document. The authors provide an-
notations for dialogue acts for each utterance in the
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dialogue flow, along with the span in the document
that acts as the reference of it.

The dataset shared during the shared task was di-
vided into train/validation/testdev/test splits. Train
and validation splits were provided to the partic-
ipants to facilitate model development. During
phase 1, the models were evaluated on testdev
whereas, the final ranking was done on the per-
formance on the test set.

Pre-processing Using the pre-processing scripts
provided by the task organizers, we converted the
Doc2Dial dataset into SQuAD v2.0 format with
questions containing the latest user utterance as
well as all previous turns in the conversation. This
is in line with previous work from (Feng et al.,
2020) which showed that including the entire con-
versational history performs better than just consid-
ering the current user utterance. Dialogue context
is concatenated with the latest user utterance in the
reverse time order.

The output of this pre-processing step consisted
of 20431 training, 3972 validation, 727 testdev, and
2824 test instances.

3 System Description

As discussed earlier, subtask 1 of DialDoc shared
task is formulated as a span selection problem.
Therefore, in order to learn to predict the cor-
rect span, we use an extractive question-answering
setup.

3.1 Question-Answering Model
We pass the pre-processed training data through a
QA model that leverages a transformer encoder to
contextually represent the question (dialogue his-
tory) along with the context (document). Since the
grounding document is often longer than the max-
imum input sequence length for transformers, we
follow (Feng et al., 2020) and truncate the docu-
ments in sliding windows with a stride. The doc-
ument trunk and the dialogue history are passed
through the transformer encoder to create contex-
tual representations for each token in the input. To
extract the beginning and the ending positions of
the answer span within the document, the encoded
embeddings are sent to a linear layer to output
two logits that correspond to the probability of the
position being the start and end position of the an-
swer span. The training loss is computed using the
Cross-Entropy loss function. We use the hugging-
face transformers toolkit in all of our experiments.

3.2 Pretraining
Recent work (Gururangan et al., 2020) has shown
that multi-phase domain adaptive pretraining of
transformer-based encoders on related datasets
(and tasks) benefits the overall performance of the
model on the downstream task. Motivated by this,
we experimented with further pretraining the QA
model on different out-of-domain QA datasets to
gauge its benefits on Doc2Dial (Table 1).

QA Dataset Domain # Samples

SQuAD Wikipedia 86k

NewsQA News 74k

NaturalQuestions Wikipedia 104k

HotpotQA Wikipedia 73k

SearchQA Jeopardy 117k

TriviaQA Trivia 62k

MRQA-19 (Train) Mixed 516k

QuAC Wikipedia 70k

CoQA Kids’ Stories, Literature,
Exams, News, Wikipedia

70k

Table 1: Statistics (domain, # samples) for different QA
datasets used for continual pre-training.

4 Experimental Setup

In this section, we discuss our experimental setup
in detail.

4.1 Pretraining Datasets
Firstly, we briefly describe the different datasets
used for the continual pretraining of our
transformer-based QA models.

MRQA-19 Shared task (Fisch et al., 2019) fo-
cused on evaluating the generalizability of QA
systems. They developed a training set that com-
bined examples from 6 different QA datasets and
developed evaluation splits using 12 other QA
datasets. We explored the effectiveness of pretrain-
ing on the entire MRQA training set as well on
each of the 6 training datasets: SQuAD (Rajpurkar
et al., 2016), NewsQA (Trischler et al., 2017), Nat-
uralQuestions (Kwiatkowski et al., 2019), Hot-
potQA (Yang et al., 2018), SearchQA (Dunn et al.,
2017), and TriviaQA (Joshi et al., 2017).

Conversational QA datasets. We also exper-
iment with pretraining on two conversational
QA datasets: QuAC (Choi et al., 2018)1 and

1https://huggingface.co/datasets/quac
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QA Dataset Validation
EM F1

Doc2Dial 42.1 57.8

+ SQuAD 45.0 60.3
+ NewsQA 45.5 59.8
+ NaturalQuestions (NQ) 44.2 59.9
+ HotpotQA 43.0 58.0
+ SearchQA 42.3 57.5
+ TriviaQA 43.1 58.0

+ MRQA-19 (Train) 43.4 58.9
+ SQuAD + NewsQA + NQ 43.0 59.2
+ SQuAD + NewsQA + NQ (IS) 43.8 59.4

+ QuAC 46.4 60.3
+ CoQA 47.7 66.0

Table 2: Performance (EM (%), F1 (%)) of
bert-base-uncased on DialDoc validation set
when further pretrained on different QA datasets.

CoQA (Reddy et al., 2019).2 For both datasets, we
filter out samples which do not adhere to SQuAD-
like extractive QA setup (e.g. yes/no questions) or
have a context length of more than 5000 characters.

Table 1 presents the size of the different pre-
training datasets after the removal of non-extractive
QA samples.

4.2 Evaluation Metrics
The shared-task relies on Exact Match (EM) and
F1 metrics to evaluate the systems on subtask 1.
To compute these scores, we use the metrics for
SQuAD from huggingface.3

4.3 Hyperparameters
We use default parameters set by the subtask base-
line provided by the authors.4 However, we reduce
the training per-device batch-size to 2 to accommo-
date the large models on an Nvidia Geforce GTX
1080 Ti 12GB GPU. We stop the continual out-of-
domain supervised pretraining after 2 epochs.

5 Results

We now present the results for different experimen-
tal setups we tried for DialDoc subtask 1.

5.1 Pretraining on Different QA Datasets
Our first set of results portray the differential bene-
fits of different out-of-domain QA datasets when
used to pretrain the transformer encoder.

2https://huggingface.co/datasets/coqa
3https://huggingface.co/metrics/squad
4https://github.com/doc2dial/

sharedtask-dialdoc2021/

QA Dataset Validation Testdev Test
EM F1 EM F1 EM F1

bert-large-uncased-whole-word-masking

Doc2Dial 50.1 63.4 – – – –
+ SQuAD 52.4 63.9 – – – –
+ QuAC (1) 53.2 68.0 47.4 66.5 – –
+ CoQA (2) 54.3 70.3 49.4 68.7 45.5 65.5
+ CoQA,QuAC (3) 54.2 70.1 51.0 68.1 – –

albert-xl

+ QuAC (4) 59.1 72.6 47.6 67.1 52.6 67.4
+ CoQA (5) 60.0 74.1 48.0 67.9 50.8 69.5

Ensembles

E (4,5) 61.4 75.3 49.5 66.6 53.5 70.9
E (1,2,3,4,5) 61.5 76.1 49.5 68.7 52.0 69.9

Table 3: Performance (EM (%), F1 (%)) of large
transformer-based QA models on DialDoc validation
and testdev set when further pretrained on different QA
datasets. Scores in bold are the best in their column;
underlined are best on the official test-set.

Experiments with bert-base-uncased on
the validation set (Table 2) portray that pretrain-
ing on different QA datasets is indeed beneficial.
Datasets like SQuAD, NewsQA, and NaturalQues-
tions are more useful than SearchQA, and Trivi-
aQA. However, pretraining on complete MRQA-
2019 training set does not outperform the indi-
vidual datasets suggesting that merely introduc-
ing more pretraining data might not result in im-
proved performance. Furthermore, conversational
QA datasets like CoQA and QuAC, which are more
similar in their setup to DialDoc, perform substan-
tially better than any of the other MRQA-2019
training datasets.

We observe similar trends with larger transform-
ers (Table 3). Models pretrained on QuAC or
CoQA outperform those pretrained on SQuAD.
However, combining CoQA and QuAC during pre-
training does not seem to help with the performance
on validation or testdev split.

Analyzing Different Transformer Variants Ta-
ble 3 also contains the results for experiments
where albert-xl is used to encode the question-
context pair. We find that albert-xl-based mod-
els outperform their bert counterparts on valida-
tion set. However, they do not generalize well to
the Testdev set, which contains about 30% of the
test instances but is much smaller than validation
set in size (727 samples in testdev vs 3972 in vali-
dation set).
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5.2 Results on test set

We only submitted our best performing models on
the official test set due to a constraint on the number
of submissions. Contrary to the trends for testdev
phase, albert-xl models trained on conversa-
tional QA datasets perform the best. albert-xl
+ QuAC is the best-performing single model ac-
cording to the EM metric (EM = 52.60), whereas
albert-xl + CoQA performs the best on F1
metric (F1 = 69.48) on the test set.

5.3 Ensembling

We perform ensembling over the outputs of the
model variants to obtain a single unified ranked
list. For a given question Q, we produce 20 candi-
date spans, along with a corresponding probabil-
ity score ps. We compute rank-scores rs for the
answer-spans at rank r as rs = 1

log2 (r+1) . We then
aggregate the information of the answer spans for
the model variants using the following techniques.
Frequent: We chose the answer span which was
the most frequent across the model variants.
Rank Score : We chose the answer span which
was the highest average rank score.
Probability Score: We chose the answer span
which was the highest average probability score.

We observe empirically that ensembling using
the probability score performs the best and hence
we report the results of ensembling using the prob-
ability score (E) in Table 3.

We observe the highest gains after ensembling
the outputs of all the 5 model variants on the valida-
tion test and test-dev set. However, the best perfor-
mance on the test set was achieved by ensembling
over the albert-xl models pre-trained indepen-
dently on CoQA and QuAC (EM = 53.5, F1 =
70.9). This was the final submission for our team.

5.4 Informed Data Selection

We investigate the disparate impact of pretraining
on different MRQA-19 datasets on the Doc2Dial
shared task. Specifically, we explored factors
such as answer length, relative position of the an-
swer in the context, question length, and context
length in Table 4. We observe that the SQuAD,
NewsQA, and NaturalQuestions (NQ) has com-
partaively longer answers than the other datasets.
However, we do not observe a noticeable differ-
ence in terms of question length, context length or
relative position of the answer in the context, with
respect to the other datasets.

Dataset Question Answer Context Rel Pos

SQuAD 59.6 20.2 754.7 0.462
NaturalQ 47.2 23.7 804.8 0.390
NewsQA 36.8 25.0 3022.7 0.261
TriviaQA 76.1 9.7 4069.3 0.380
SearchQA 80.4 10.9 3818.7 0.392
HotpotQA 114.0 14.3 945.0 0.457
Doc2Dial 61.4 129.3 4814.2 0.427

Table 4: Statistics of Average Question Length, Aver-
age Answer Length, Average Context Length, and Av-
erage Relative Position of the Answer in the Context
for Doc2Dial and different MRQA subsets.

Figure 1: Distribution of Question Words for MRQA.

We also use the dataset of Li and Roth (2002) to
train a BERT classifier to predict answer type of
a question with 97% accuracy. The coarse-answer
types are DESC (Description), NUM (Numerical),
ENT (Entity), HUM (Person), LOC (Location) and
ABBR (Abbreviation). We use the classifier to
gauge the distribution of answer types on MRQA
datasets and Doc2Dial. We observe from Figure
2 that a majority of questions in Doc2Dial require
a descriptive answer. These DESC type questions
are more prevelant in SQuAD, NewsQA, and NQ,
which might explain their efficacy.

To ascertain the benefit of intelligent sampling,
we pretrain on a much smaller subset of the
SQuAD, NewsQA, and NaturalQuestions dataset,
which we obtain via intelligent sampling. We select
questions which satisfy one of the following crite-
ria, (i) the answer length of the question is ≥ 50,
(ii) the question includes ‘how’ or ‘why’ question
word or (iii) the answer type of the question is
‘DESC’. Overall, the size of the selected sample
is only 20% of the original dataset, yet achieves a
higher EM score than the combined dataset as seen
in Table 2. Yet, surprisingly, the performance is
lower than each of the individual dataset.

6 Conclusion

Our submission to the DialDoc subtask 1 performs
continual pretraining of a transformer-based en-
coder on out-of-domain QA datasets. Experiments
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Figure 2: Distribution of Answer Types for MRQA.

with different QA datasets suggest that conversa-
tional QA datasets like CoQA and QuAC are highly
beneficial as their setup is substantially similar to
Doc2Dial, the downstream dataset of interest. Our
final submission ensembles two AlBERT-XL mod-
els independently pretrained on CoQA and QuAC
and achieves an F1-Score of 70.9% and EM-Score
of 53.5% on the competition test-set.

Impact Statement

In this work, we tackle the task of question an-
swering (QA) for English language text. While we
believe that the proposed methods can be effective
in other languages, we leave this exploration for
future work. We also acknowledge that QA sys-
tems suffer from bias (Li et al., 2020), which often
lead to unintended real-world consequences. For
the purpose of the shared task, we focused solely
on the modeling techniques, but a study of model
bias in our systems is necessary.
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Abstract

In this paper, we describe our systems for
solving the two Doc2Dial shared task: knowl-
edge identification and response generation.
We proposed several pre-processing and post-
processing methods, and we experimented
with data augmentation by pre-training the
models on other relevant datasets. Our best
model for knowledge identification outper-
formed the baseline by 10.5+ f1-score on the
test-dev split, and our best model for response
generation outperformed the baseline by 11+
SacreBleu score on the test-dev split.

1 Introduction

There has been a recent surge of interest in building
domain-specific question answering (QA) systems,
in both academia and industry. Compelling real-
world applications include customer services and
decision-support, wherein there is strong reliance
on such QA systems to be of high quality. A sig-
nificant challenges for building QA systems is that
domain-specific data is relatively sparse and much
noisier, compared to samples from well-studied
public benchmark datasets. Also, when the answer
is not explicitly present in the context, models must
generate new answers instead of extracting from
document, adding complexity to the problem.
In this paper, we make efforts toward building
domain-oriented question answering systems, by
tackling the two Doc2Dial shared-tasks1: knowl-
edge identification and response generation. For
knowledge identification (Subtask1), the main goal
is to identify the grounding knowledge, in form
of a document span, for the next-agent conversa-
tional turn. For response generation (Subtask2),
the main objective is to generate the next-agent re-
sponse, in natural language. We experiment with

∗* Equal contribution; alphabetized by surname
1https://doc2dial.github.io/

workshop2021/shared.html

various baseline models, and we developed and
evaluated our proposed solutions. Some improve-
ment strategies we tried include post-processing,
hyper-parameter tuning, and pre-training on other
well-known datasets such as SQuAD (Rajpurkar
et al., 2016). We found that with carefully-selected
hyperparameters, and with pre-processing and post-
processing heuristics, the baseline model’s perfor-
mance can be significantly improved: our best
model is able to out-perform the provided baseline
by 10.5+ f1-score on the test-dev split for Subtask1,
and our best model for Subtask2 out-performed the
baseline by 11+ SacreBleu score on test-dev.

2 Related Work

There are many previous works that study the prob-
lem of dialogue-based question answering. Some
of them only focused on answering the questions
based on dialogue history alone (Ma et al., 2018;
Li et al., 2020), while, for others, the dialogue and
question-answer pairs are based on a document
(Choi et al., 2018). Most of these tasks are extrac-
tive in nature, meaning that the exact answer can be
located in the document or dialogue. Among them,
CoQA (Reddy et al., 2019) is the most similar task
to Doc2Dial dataset. The main objective of the
CoQA challenge is to measure machine learning
models’ ability to comprehend text and answer re-
lated questions that appear in a conversation; also,
because some answers may not appear explicitly
in the document, the model may be required to
synthesize the answer based on evidence. The two
sub-tasks we study in this paper differ from those
described above—mainly in terms of dataset at-
tributes. The Doc2Dial dataset mostly contains
long documents and dialogues that inter-connect
with each other. Moreover, the ground-truth an-
swers in Doc2Dial are usually long as well, which
makes the associated prediction tasks harder to
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tackle. Thus, the models and heuristics we have
developed are mainly targeted towards handling
these specific scenarios and problems.

3 Experiments

3.1 Dataset

The Doc2Dial dataset (Feng et al., 2020) contains
two tasks: knowledge identification (Subtask1) and
response generation (Subtask2). For knowledge
identification: given a long document as the con-
text, and a dialogue history between a user and
an agent, the task is to identify a span of text in
the document that serves as the knowledge which
grounds for the next dialogue turn from agent. For
response generation: given a full document and the
dialogue history, the task is to directly generate an
agent response for the next turn in natural language.
We tackle both tasks in this paper and describe our
approaches below.

3.2 Baselines

For Subtask1, the baseline model is the BERT-
large-uncased-whole-word-masking model (Devlin
et al., 2019). A span-extraction head is added on
top of BERT, and the model is fine-tuned on the
Doc2Dial knowledge identification dataset. For
each example, an entire document is used as the
context and the reverse concatenated dialogue
history is used as the question.
For Subtask2, the baseline model is the BART-
large-CNN (Lewis et al., 2020) model: a
pre-trained BART model is first fine-tuned on
the CNN summarization task, then fine-tuned on
Doc2Dial response generation dataset. The entire
document and full dialogue history are used as the
context and the model is trained to generate the
next dialogue response.

3.3 Approaches: Knowledge Identification

Based on error analysis of baseline results, we
found that the model is making a lot of empty pre-
dictions. This is mainly because the documents
in Doc2Dial are very long, necessitating a sliding-
window approach. Consequently, if a text chunk
does not contain any relevant information to the
question, the model would predict no-answer with
a very high confidence, preventing the model from
choosing answers from other chunks. To alleviate
this issue, we developed heuristics to post-process
the prediction at inference time, to ensure that the

model produces a valid answer. Specifically, we
skip the empty prediction and select the candidate
with the second highest probability at inference
time. Also, prediction with the highest probability
is extended to a longer span if another prediction
candidate contains the prediction with the high-
est probability as sub-string and also has a higher
start or end position probability. Besides post-
processing, we also increase the sliding-window
overlap size to 256 and max answer length to 80
during training, so as to get more positive instances.
Moreover, since the Doc2dial dataset size is rela-
tively small, we pre-trained the model on other QA
datasets and then fine-tuned on Doc2dial. To this
end, we selected SQuAD 1.1, because it is a widely
used span-extraction dataset, and CoQA, because
of its similar task structure, where models must
answer questions based on both dialogue history
and document-based context.

3.3.1 Approaches: Response Generation
For Subtask2, we start with error analysis of the
baseline model and found that the model often gen-
erate responses based on the irrelevant content in
the supporting documents. We hypothesize that
this is because the document and the dialogue his-
tory are too long, thus it is hard for models to locate
the relevant information and generate a response at
the same time. If we keep only relevant knowledge
grounding as input, the model will be able to gen-
erate better responses.
To test this hypothesis, we used the model trained
on Subtask1 to select a chunk of document to feed
in as Subtask2 input, instead of the full document.
Since the span selection model is not perfect, it
can select a completely wrong span, which would
prevent the Subtask2 model from producing a valid
response. Thus to increase the recall, we start with
the best-selected span and iterate over the top-20
span predictions, in order to expand the selected
span boundary and cover the next best prediction,
if the the next best span is near the current selection
boundary. Here, we set the threshold to be less than
500 characters away. For example, given the cur-
rent start and end indices of (400, 520), if the next
span prediction is (580, 650), we will change the
boundary to (400, 650). However, if the next span
prediction is (1200, 1300), we will stop iteration
and return (400, 520). We also experimented with
the ground-truth response grounding span, in order
to find an upper bound of this approach.
Additionally, we only append the past two dialogue
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turns to the supporting document in the input, in-
stead of using the whole dialogue history as in
(Reddy et al., 2019); it is found that most ques-
tions in a dialogue only have limited dependency,
and including the past two dialogue turns may give
comparable performance as including the complete
dialogue history.
Another adjustment we make is to feed the past two
turns of the dialogue to the decoder as input and the
response will be generated following the past two
dialogue turns. The intuition is that the decoder
will also have more context to look at when gener-
ating its response, and we think this will make the
task easier to learn.
Finally, we are interested in studying the effect of
adding data. Thus, we re-formulated the CoQA
dataset into a dialogue response task, and we pre-
trained the BART model on CoQA before fine-
tuning on Doc2Dial. Since the documents in CoQA
are much shorter, we did not perform span selection
as is proposed for Doc2Dial.

4 Result and Analysis

For Subtask1, we report f1-score and exact-match
score on the dev set for our proposed method. For
Subtask2, we report SacreBleu (Post, 2018) on
the dev set. Finally, we report the test set results
achieved with our best model, for both tasks.

4.1 Sub-task1: Knowledge Identification

The results for Subtask1 are shown in Table 1. We
see that applying the post-processing heuristics im-
proved the results by a significant margin. For pre-
training the model on SQuAD and CoQA datasets,
we see that the model achieves a small performance
gain in both cases, suggesting that more data is
helping the model learning more effectively and
that the selection of these pre-training tasks does
not conflict with the downstream task at hand. The
advantage of CoQA over SQuAD also suggests
that tasks with similar structure may transfer bet-
ter. Finally, with the increased size of the over-
lap between each sliding-window, we see a decent
improvement over the baseline, indicating the use-
fulness of the carefully chosen hyper-parameters.
However, when we combined the larger overlap
stride with pre-training on CoQA or SQuAD, we
did not see further improvement; we leave the fur-
ther investigation of this issue to future work.

Table 1: Model performance on Doc2Dial sub-task1.
Here “Post.” means post-processing.

Model F1 EM

BERT 63.80 51.79
BERT + Post. 69.73 54.91
BERT + Post. + SQuAD 70.89 56.31
BERT + Post. + CoQA 72.15 57.18
BERT + Post. + 256 stride + 80 len 72.74 58.53

Table 2: Model performance on Doc2Dial sub-task2.
“SS” means span selection and “DI” means additional
decoder input.

Model SacreBleu

BART (CNN) 17.69
BART (CNN) + SS 18.82
BART (CNN) + Gold span 24.86
BART + SS + DI 31.61
BART + SS + DI + CoQA 27.87

4.2 Sub-task2: Response Generation

The results for Subtask2 are shown in Table 2. We
see that when using the selected span of text, in-
stead of the full document, we achieved a small im-
provement on Bleu score; when using the ground-
truth grounding span, we got a large improve-
ment. This verified our hypothesis that shorter in-
put will help the model generate relevant responses.
The gap between these two settings suggest that a
stronger span-selection model would further help
the Subtask2 model improve.

Regarding the strategy of adding the last two
dialogue turns to the decoder input: we switched
from BART model pre-trained on CNN to a plain
BART model, since the task setup is less like sum-
marization and more like sentence completion. We
see that, by adding the last 2 dialogue turns, the
model’s performance is improved by a large margin,
showing that providing more context to the decoder
indeed helps the model learn better. On the other
hand, we see that pre-training on CoQA dataset
actually leads to worse performance. We hypothe-
size that this is because of document length, where
questions and answers for most dialogue turns in
the CoQA dataset are much shorter than those of
Doc2Dial datasets: models pre-trained on CoQA
may not glean useful training signals for Doc2Dial.
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Table 3: Results on Doc2Dial sub-task1 test splits.

Test-Dev Test
Model F1 EM F1 EM

Baseline 59.51 45.45 - -
Schlussstein 70.12 56.57 67.31 50.32

Table 4: Results on Doc2Dial Subtask2 test splits

Model Test-dev Test

Baseline 16.73 -
Schlussstein 27.93 30.68

4.3 Leaderboard Submission
We submitted our best models to both subtask
leaderboards, and the results are shown in tables
3 and 4. Overall, our models out-performed base-
lines by large margins, and we got 8th place for
Subtask1 and 6th place for Subtask2.

5 Conclusion

In this paper, we proposed several pre/post-
processing heuristics that improve the model per-
formance, on both knowledge identification and
response generation tasks in the Doc2Dial chal-
lenge. We also found that pre-training on other
question answering datasets only slightly improves
the performance on knowledge identification, but
did not help for response generation task. For fu-
ture work, we think it is worth looking into other
directions for improvement, including incorporat-
ing external knowledge bases (Ma et al., 2019) or
synthetic data generation (Ma et al., 2021).
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Abstract

In this work, we draw parallels in auto-
matically responding to emails for combat-
ing social-engineering attacks and document-
grounded response generation. We lay out the
blueprint of our approach and illustrate our
reasoning. E-mails are longer than dialogue
utterances and often contain multiple intents.
To respond to phishing emails, we need to
make decisions similar to those for document-
grounded responses—deciding what parts of
long text to use and how to address each intent
to generate a knowledgeable multi-component
response that pushes scammers towards agen-
das. We propose Puppeteer as a promising so-
lution to this end: a hybrid system that uses
customizable probabilistic finite state transduc-
ers to orchestrate pushing agendas coupled
with neural dialogue systems that generate re-
sponses to unexpected prompts. We empha-
size the need for this system by highlighting
each component’s strengths and weaknesses
and show how they complement each other.

1 Introduction

The Anti-Phishing Working Group observed a dou-
bling of phishing attacks over 2020 with business
e-mail compromise scams costing an average of
75, 000 per incident (APWG, 2021). Scammers
use these attacks to reach a wide audience of vic-
tims and perform targeted attacks on high-value
targets. Even when not fully successful, these at-
tacks waste victims’ time and resources.

To fight back against scammers, individuals—
colloquially called scambaiters—have demon-
strated that careful engagement with scammers can
waste a scammer’s time, thus reducing resources
for new attacks. Engaging with scammers through
dialogue in the form of email also opens up opportu-
nities to push scammers towards actions beneficial
for defense and attribution, such as getting scam-
mers to visit a specialized honeypot or divulging

information. This information can aid in identi-
fying coordinated, large-scale attack campaigns
and help with attack attribution. In this paper we
introduce a framework for automating dialogue en-
gagement with scammers and pushing agendas to
get scammers to take actions.

Eliciting information from scammers and contin-
uing an email sequence to waste their time presents
challenges not addressed by existing dialogue sys-
tems. Specifically, this area of automated dialogue
is challenging because: 1) email conversations are
significantly different from chit-chat conversations:
each turn is longer and thus usually contains more
information that needs to be incorporated into the
response and has multiple intents/requests in a sin-
gle turn that should be addressed 2) the initial dia-
logue topics can range greatly and change quickly
and a bot must respond appropriately to new topics,
goals and questions from the scammer to appear
human 3) there is a high cost associated with the
scammer recognizing the dialogue is automated
as any work put in for trust building is lost if the
attacker suspects he/she is talking to a bot and 4)
the scammer’s agenda is independent of the bot’s
agenda– thus the bot needs to maintain awareness
of its own goals without ignoring the competing
goals of the scammer.

Using “canned” responses chosen by following
a pre-written script, or performing deep-learning
over expected conversation flows for eliciting in-
formation are reasonable approaches to address the
challenges of keeping responses targeted, topical
and persuasive without a lapse in coherency in di-
alogue. However, such approaches will not meet
the second challenge of being robust enough to re-
spond to open dialogue and unexpected scamming
intents in a topical and directed manner.

In this paper, we introduce our approach to ad-
dress all challenges with a modular hybrid dialogue
system, Puppeteer. Puppeteer uses multiple Fi-
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nite State Transducers (FSTs) to push and track
multiple agendas in uncooperative dialogue and
combines this with a neural dialogue system to
keep conversation topics free-flowing and natural
sounding while effectively incorporating informa-
tion provided from the incoming email. We discuss
our progress in building our approach and have
released our framework for public use1.

2 The Puppeteer Framework

Eliciting information from SE attackers introduces
a niche but important problem space that requires a
specialized dialogue system to address the distinct
trade-offs and risks involved in engaging with scam-
mers for the purpose of pushing the scammer into
certain actions. In this section, we introduce our
dialogue framework Puppeteer and discuss how our
framework deals with open-ended dialogue, while
inserting and tracking progress towards specific
desired actions.

First, to carry out and track progress towards
specific actions, Puppeteer uses probabilistic finite
state transducers (FSTs). The FST approach en-
ables a task-oriented framework for belief tracking
and context-specific natural language understand-
ing, which both keep the conversation moving to-
wards specific goals and bolsters accurate interpre-
tation of any extracted information.

Dialogue based on FSTs, however, can be inflex-
ible and brittle in the face of open-ended conver-
sations. An FST-based dialogue approach is not,
on its own, appropriate for SMS, social media, and
email conversations if the goal is to keep the con-
versation going without revealing the responder is
a bot. To address this, the Puppeteer framework
combines its FST approach with deep learning and
neural generative approaches. Dialogue generated
through the use of pre-trained models is folded in
with responses prescribed by any active FSTs in a
conversation. The goal in this hybrid approach is to
“script” the persuasive dialogue designed to push
agendas, while incorporating a more open-ended
neural dialogue system to keep the scammer en-
gaged. An illustrative example of this ensemble is
shown in Figure 1.

Pushing Agendas with FSTs A Puppeteer
agenda is defined by the states and transitions of
an FST as well as the cues which indicate that a
transition should be taken. The FST for an agenda
captures the different pathways a conversation can

1https://github.com/STEELISI/Puppeteer

go when requesting a specific action and respond-
ing to possible push-back against requests. At each
turn in the conversation, the incoming message is
evaluated for all cues in all active agenda FSTs.
Additionally, the message is evaluated for a “non-
event” for each agenda—the probability that the
incoming message does not contain any cues for a
particular agenda.

Each cue has a cue detector which recognizes
when an indicator was found, and provides a con-
fidence value for that decision. These confidence
values are then combined with the non-event prob-
ability for an agenda and normalized. This normal-
ization must support comparison between different
cue detector confidence values and therefore is spe-
cific to the set of detectors used for an agenda. For
each agenda’s FST, Puppeteer tracks the probabil-
ity distribution across all possible states in the FST
as the conversation progresses, retiring agendas as
they stall out or complete and adding new agendas
based on policy rules dictating when and how to
kick off agendas.

Determining when an agenda is complete is also
based on thresholding. Ultimately, when the sys-
tem reaches a high enough confidence the conversa-
tion has transitioned an agenda’s FST to a terminus
state, the agenda is considered complete. By de-
fault, Puppeteer does not use fixed thresholds for
determining confidence for completion, but instead
uses relative probabilities between states and con-
figurable thresholds. This is because longer conver-
sations tend to disperse total probability through-
out all states over time. For agendas which are
expected to complete over fewer turns, this default
can be overridden.

We anticipate a wide range of agendas may be
needed. The Puppeteer framework is written in
Python and designed to be modular, enabling the
easy addition of new agendas (backed by FSTs) and
allowing for modular incorporation of nearly any
natural language understanding approaches in cue
detection. Additionally, defining response actions
is extensible to enable differing approaches for re-
sponse generation. To define a Puppeteer agenda,
a user describes the state machine and any custom
policy and thresholds in a YAML file. Default be-
haviors can be easily customized by overriding the
appropriate delegator mixin class.

Currently, cue detectors are managed by Snips
NLU (Coucke et al., 2018). For each transition
cue, the user supplies a file of example sentences
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Figure 1: An example of a response generated by a neural dialogue system folded into the script indicatored by
the FST to pursue an information collection agenda. Each component complements one another to generate an
effective response for eliciting the attacker’s information.

or phrases which indicate a transition should be
taken, and optionally a file of examples for nega-
tive indicators. For example, if an cue detector is
looking for text that someone lives in a location,
a positive example would be "I live in New York"
and a negative example would be "I want to visit
New York". These negative examples help filter
out false positives. These files are used to create
a Snips engine which gives confidence scores on
found intents in incoming messages. In practice,
we have found most indicators need only 20–40
positive and negative example sentences each as
cues are only employed in contexts likely to con-
tain a small set of specific intents and need only to
distinguish between "no intent" and the handful of
intents in an active agenda. The framework is de-
signed so Snips NLU can be replaced with another
NLU approach. To do so, the user must supply
a function to Puppeteer which takes in incoming
message content and returns a confidence score a
particular cue is found in the incoming messages.

Each agenda has a configurable number of asso-
ciated actions with each state in its FST that can
be kicked off any time the probability the conver-
sation has reached policy thresholds for that state
and threshold. The default action for all states is to
pull a response from a template file, and users can
provide additional functions and link these to states
in their FST definition for an agenda. In use with
our phishing defense system, most agendas have
additional actions for states where the scammer has
responded with information we pass to other func-
tions of our phishing system such as the attribution
module.

Neural Dialogue System: In our current im-

plementation, the neural dialogue system can be
chosen to be either a BERT-based question and an-
swering system called Closed-Domain Question
Answering (cdQA) or a fine-tuned GPT-2 model.

cdQA offers indirect functionality as a dialogue
system by retrieving relevant segments of text to
a given query. As its name suggests, it is actually
closed-domain in the sense that it only retrieves
answers from a given set of source documents, but
the source documents can be expanded to accom-
modate a variety of domains.

Our GPT-2 model is SpolinBot, which can be
used as a stand-alone dialogue system. SpolinBot
is first fine-tuned with Personachat (Zhang et al.,
2018) to adapt to the dialogue domain and then fur-
ther tuned with SPOLIN to ground its response to
the incoming email by learning how to incorporate
the “Yes, and" principle of improvisational theatre
(Cho and May, 2020). We use training details out-
lined by Wolf et al. (2019).

Importance of a Hybrid Approach The impor-
tance of correctly integrating the components be-
comes evident by observing the shortcomings of
each component when used in isolation. Figure 2
demonstrates components in isolation. The FST
approach is stilted in pushing an agenda as it is
limited to responses for agendas deemed relevant
to the conversation which does not directly address
questions. The neural dialogue systems cannot
push an agenda, but respond to the prompt.

In contrast, Figure 1 demonstrates the strengths
of each component when they are ideally combined
together to generate an effective response.

Putting them together: For each paragraph
from the email other than the header and the signa-
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SCAMMER: Are you interested in a job? Let’s set up a
meeting.

FST: Where are you based out of? What time works
for you?

NDS-YESAND: Yes, I’ve been looking for one.

NDS-QNA: I can see what times work.

Figure 2: Examples that highlight the weaknesses of
individual components. The FST approach is stilted
in pushing an agenda as it does not address the ques-
tion posed by the scammer. The neural dialogue system
(NDS) fails to respond to specific tasks.

ture, Puppeteer currently consults the cdQA com-
ponent for questions and the yes-and bot for non-
question text and text which has no indicators for
any agenda. As shown in Figure 1, the responses
from the neural dialogue component and the Pup-
peteer agendas are naively appended in order of the
parts of the email that they respond to. However, it
may often be the case that some parts of the email
do not necessarily need a response. Improving how
and when components are called on for responses
and how these responses are combined is an ongo-
ing effort. So far, empirical results show our current
combining approach does relatively well on short
prompts, but this analysis is particularly challeng-
ing due to the lack of automatic evaluation metrics
for neural dialogue systems and the large variance
of resulting models based on different training data.

3 Related Work

Social engineering (SE) is the act of getting users
to compromise information systems. Contrary to
technical attacks directly on network and computer
systems, SE attacks target humans with access to
information and manipulate these target users to
divulge confidential information (Krombholz et al.,
2015). Phishing is a specific type of social engineer-
ing attack in which targets are contacted through
digital channels such as e-mail, SMS or social me-
dia to lure individuals into providing sensitive data
such as personally identifiable information, system
log in credentials or organization details (Hong,
2012). Our work focuses on generating dialogue to
engage such scammers over one or more of these
digital, text-based channels.

Most research efforts addressing SE look at de-
tection (e.g. Basnet et al. (2008); Chen et al. (2014);
Singh et al. (2015)) and defending against such at-
tacks by dropping or otherwise terminating such
attacks (e.g. Chaudhry et al. (2016); Gragg (2003);
Chandra et al. (2015)). An anti-phishing project
by Netsafe2 picks a curated personality and uses
automated email responses to waste the attacker’s
time as much as possible, but its not open-sourced
and little is known about how it works. Our system
is similar to Netsafe’s project in that it is focused
on actively engaging scammers through automated
dialogue, but Puppeteer also pushes scammers to-
wards actions favorable for attribution and defense.
We rely on separate detection methods to identify
messages and senders the Puppeteer dialogue sys-
tem should engage.

Only recently have research efforts looked at us-
ing automated text-based dialogue to respond to
scammers. Li et al. (2019) leverage intent and se-
mantic labels in non-collaborative dialogue corpora
to distinguish on-task and off-task dialogue and
therefore enhance human evaluation scores for en-
gagement and coherence. We aim to achieve a sim-
ilar objective with the additional goal of pushing a
range of agendas and responding appropriately and
topically over a broad range of open dialogue. Hob-
byists and commercial developers also have looked
at automatic responses to scammers. These efforts
are interactive spoken-word approaches that detect
silence in conversation and interject prerecorded
non sequiturs to waste a scam caller’s time (Ober-
haus, 2018; TelTech, 2020). While one of the goals
of our work is to waste scammer time, Puppeteer
performs natural language understanding to engage
scammers at a deeper level and push agendas with
the ultimate goal of pushing scammers into actions
which aid attribution.

Our hybrid system is inspired by a large body
of existing work in dialogue systems. Hudson
and Newell (1992) propose probabilistic FSTs for
managing dialogue under uncertainty, while many
dialogue systems incorporate FSTs for manage-
ment functionality in spoken dialogue systems
(Pietquin and Dutoit, 2003; Chu et al., 2005; Son-
ntag, 2006; Hori et al., 2009). Recent interests in
large pre-trained language models based on Trans-
formers and open-domain question answering sys-
tems paved the way for our neural network ap-
proaches to be used as open-domain dialogue sys-

2https://rescam.org
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tems, such as GPT-2 or DrQA (Vaswani et al., 2017;
Devlin et al., 2019; Liu et al., 2019; Radford et al.,
2018; Chen et al., 2017; Farias et al., 2019). The
novelty of Puppeteer is in the combination of these
two approaches to address the unique challenges
of system-scammer dialogue.

4 Conclusion

In this paper we introduced email response genera-
tion for phishing as a challenging dialogue domain.
Our approach draws on similarities with document-
grounded response generation. As a first step to
address the challenges of automating phishing re-
sponse, we proposed Puppeteer and made it pub-
licly available. Puppeteer’s modular architecture
makes it easy to augment or replace its components
to tackle individual challenges. These components
complement one another in generating suitable re-
sponses for engaging scammers and inserting agen-
das, but it remains an open problem to seamlessly
combine response components into a composed
email response.

This material is based on research sponsored by
the AFRL and DARPA under agreement number
FA8650-18-C-7878. The views and conclusions
contained herein are those of the authors and should
not be interpreted as necessarily representing the
official policies or endorsements, either expressed
or implied, of the AFRL, DARPA, or the U.S. Gov-
ernment.
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Abstract

Most prior work on task-oriented dialogue sys-
tems are restricted to limited coverage of do-
main APIs. However, users oftentimes have
requests that are out of the scope of these APIs.
This work focuses on responding to these
beyond-API-coverage user turns by incorporat-
ing external, unstructured knowledge sources.
Our approach works in a pipelined manner
with knowledge-seeking turn detection, knowl-
edge selection, and response generation in se-
quence. We introduce novel data augmenta-
tion methods for the first two steps and demon-
strate that the use of information extracted
from dialogue context improves the knowl-
edge selection and end-to-end performances.
Through experiments, we achieve state-of-the-
art performance for both automatic and hu-
man evaluation metrics on the DSTC9 Track
1 benchmark dataset, validating the effective-
ness of our contributions.

1 Introduction

Driven by the fast progress of natural language
processing techniques, we are now witnessing a
variety of task-orientated dialogue systems being
used in daily life. These agents traditionally rely on
pre-defined APIs to complete the tasks that users
request (Williams et al., 2017; Eric et al., 2017);
however, some user requests are related to the task
domain but beyond these APIs’ coverage (Kim
et al., 2020a). For example, while task-oriented
agents can help users book a hotel, they fall short
of answering potential follow-up questions users
may have, such as “whether they can bring their
pets to the hotel”. These beyond-API-coverage
user requests frequently refer to the task or entities
that were discussed in the prior conversation and
can be addressed by interpreting them in context
and retrieving relevant domain knowledge from
web pages, for example, from textual descriptions

and frequently asked questions (FAQs). Most task-
oriented dialogue systems do not incorporate these
external knowledge sources into dialogue model-
ing, making conversational interactions inefficient.

To address this problem, Kim et al. (2020a) re-
cently introduced a new challenge on task-oriented
conversational modeling with unstructured knowl-
edge access, and provided datasets that are anno-
tated for three related sub-tasks: (1) knowledge-
seeking turn detection, (2) knowledge selection,
and (3) knowledge-grounded response generation
(one data sample is in Section B.1 of Supplemen-
tary Material). This problem was intensively stud-
ied as the main focus of the DSTC9 Track 1 (Kim
et al., 2020b), where a total of 105 systems devel-
oped by 24 participating teams were benchmarked.

In this work, we also follow a pipelined approach
and present novel contributions for the three sub-
tasks: (1) For knowledge related turn detection, we
propose a data augmentation strategy that makes
use of available knowledge snippets. (2) For knowl-
edge selection, we propose an approach that makes
use of information extracted from the dialogue con-
text via domain classification and entity tracking be-
fore knowledge ranking. (3) For the final response
generation, we leverage powerful pre-trained mod-
els for knowledge grounded response generation
in order to obtain coherent and accurate responses.
Using the challenge test set as a benchmark, our
pipelined approach achieves state-of-the art perfor-
mance for all three sub-tasks, in both automated
and manual evaluation.

2 Approach

Our approach to task-oriented conversation mod-
eling with unstructured knowledge access (Kim
et al., 2020a) includes three successive sub-tasks,
as illustrated in Figure 1. First, knowledge-seeking
turn detection aims to identify user requests that
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Figure 1: Task formulation and architecture of our knowledge-grounded dialog system.

are beyond the coverage of the task API. Then, for
detected queries, knowledge selection aims to find
the most appropriate knowledge that can address
the user queries from a provided knowledge base.
Finally, knowledge-grounded response generation
produces a response given the dialogue history and
selected knowledge.

DSTC9 Track 1 (Kim et al., 2020b) organizers
provided a baseline system that adopted the fine-
tuned GPT2-small (Radford et al., 2019) for all
three sub-tasks. The winning teams (Team 19 and
Team 3) extensively utilized ensembling strategies
to boost the performance of their submissions (He
et al., 2021; Tang et al., 2021; Mi et al., 2021). We
follow the pipelined architecture of the baseline
system, but made innovations and improvements
for each sub-task, outlined in detail below.

2.1 Knowledge-seeking Turn Detection

We treat knowledge-seeking turn detection as a bi-
nary classification task, given the dialogue context
as the input, and fine-tuned a pre-trained language
model for this purpose. The knowledge provided in
the knowledge base constitutes a set of FAQs. We
augmented the available training sets by treating all
questions in the knowledge base as new potential
user queries. Furthermore, for all questions in this
augmentation that contain an entity name, we cre-
ated a new question by replacing this entity name
with “it”. In this way, we obtained 13,668 addi-
tional data samples. In contrast to the baseline, we
found that replacing GPT2-small with RoBERTa-
Large (Liu et al., 2019) improved the performance.
The other changes we made include feeding only
the last user utterance instead of the whole dialogue
context into the model and fine-tuning the decision
threshold tktd (when the inferred probability score
p > tktd, the prediction is positive, otherwise nega-
tive) to optimize the F1 score on the validation set,
both of which helped achieve better performance.

2.2 Knowledge Selection

For knowledge selection, the baseline system pre-
dicts the relevance between a given dialogue con-
text and every candidate in the whole knowledge
base, which is very time-consuming especially
when the size of knowledge base is substantially
expanded. Instead, we propose a hierarchical filter-
ing method to narrow down the candidate search
space. Our proposed knowledge selection pipeline
includes the following three modules: domain clas-
sification, entity tracking, and knowledge matching,
as illustrated in Figure 1. Specifications of each
module are detailed below.

2.2.1 Domain Classification
In multi-domain conversations, if the system knows
what domain a given turn belongs to, the search
space for knowledge selection can be greatly re-
duced by taking the domain-specific knowledge
only. The DSTC9 Track 1 data includes the aug-
mented turns for “Train”, “Taxi”, “Hotel”, and
“Restaurant” domains in its training set, where the
first two domains have domain-level knowledge
only, while the others can be further subdivided
for each entity-specific knowledge. To improve
the generalizability of our filtering mechanism for
unseen domains, we merged the domains which
require further entity-level analysis into an “Others”
class and defined this task as a three-way classifi-
cation: {“Train”, “Taxi”, and “Others”}.

We implemented a domain classifier by fine-
tuning the RoBERTa-Large model which takes the
whole dialogue context and outputs a domain label.
Considering that a new domain (i.e., “Attraction”)
is introduced in the test set, we augmented the
training data with 3,350 additional samples of the
“Attraction” domain, which were obtained from the
MultiWOZ 2.1 (Eric et al., 2020), the source of the
DSTC9 Track 1 data (all augmented samples are la-
beled as “Others”). More specifically, we first find
out those dialogues for “Attraction” in the train-
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ing set of the MultiWOZ 2.1 dataset (this dataset
contains seven domains including “Attraction”) by
selecting dialogue turns that contain “Attraction”
related slots. We then replace the original “Attrac-
tion” related slots with entities of the “Attraction”
domain in the knowledge base K. Meanwhile we
replace the last user utterances in the dialogues
with the knowledge questions that belong to the
replaced new entities. Table 1 gives one example
for explanation. In this example, we replace the
original entity of “funky fun house” with a new en-
tity of “California Academy of Science” randomly
selected from the “Attraction” domain of the knowl-
edge base. Besides, we replace the original last user
utterance with a knowledge question randomly se-
lected from the FAQs of this new entity “California
Academy of Science”.

2.2.2 Entity Tracking
Once the domain classifier predicts the ’Others’
label for a given turn, the entity tracking module
is executed to detect the entities mentioned in the
dialogue context and align them to the entity-level
candidates in the knowledge base. We adopt an un-
supervised approach based on fuzzy n-gram match-
ing whose details can be referred to Section A.2
of the Supplementary Material. After extracting
these entities, we determined the character-level
start position of each entity in the dialogue context
and selected the last three mentioned entities as the
output of this module.

2.2.3 Knowledge Matching
The knowledge matching module receives a list
of knowledge candidates and ranks them in terms
of relevance to the input dialogue context. We
concatenated the dialogue context, domain/entity
name, and each knowledge snippet into a long
sequence, which is then sent to the fine-tuned
RoBERTa-Large model to get a relevance score.

To train the model, we adopted Hinge loss,
which was reported to perform better for the rank-
ing problems (Wang et al., 2014; Elsayed et al.,
2018) than Cross-entropy loss used in the base-
line system. For each positive instance, we drew
four negative samples, each of which is randomly
selected from one of four sources: 1) the whole
knowledge base, 2) the knowledge snippets in the
ground truth domain, 3) the knowledge snippets
of the ground truth entity, and 4) the knowledge
snippets of other entities mentioned in the same
dialogue. In the execution time, we fed the knowl-

edge candidates filtered by the predicted domain
and entity from Section 2.2.1 and 2.2.2, repectively.
Then, the module outputs a list of the candidates
ranked by relevance score.

2.3 Response Generation
For response generation, we compared the fol-
lowing three pre-trained sequence-to-sequence
(seq2seq) models: T5-Base (Raffel et al., 2020),
BART-Large (Lewis et al., 2020), and Pegasus-
Large (Zhang et al., 2020). Each model inputs a
concatenated sequence of the whole dialogue con-
text and the knowledge answer and then outputs a
response. The ground-truth knowledge answer is
used in the training phase, while the top-1 candi-
date from the knowledge selection result is used in
the test phase.

3 Experiments and Results

We used the same data split and evaluation metrics
as the official DSTC9 Track 1 challenge. All model
training and dataset details are summarized in the
Section B of the Supplementary Material.

3.1 Knowledge Seeking Turn Detection
Table 2 compares the knowledge seeking turn de-
tection performance between our proposed models
and the best single model and ensemble-based sys-
tems from the DSTC9 Track 1 official results.1 The
results show that our proposed data augmentation
method helped to improve the recall of our detec-
tion model and led to the highest F1 score among
all the single models in the challenge.

3.2 Knowledge Selection
Our domain classification and entity tracking mod-
ules achieved 99.5% in accuracy and 97.5% in re-
call, respectively. The data augmentation method
helped to improve the domain classification accu-
racy from 97.1% to 99.5%.

Table 3 summarizes the knowledge selection per-
formance of our system based on the proposed
hierarchical filtering mechanism using the results
from both domain classification and entity track-
ing modules. Our proposed system outperformed
the challenge baseline in all three metrics with a
largely reduced execution time from more than 20
hours by the baseline to less than half an hour to
process the whole test set with a single V100 GPU.

1There are up to five entries submitted by each team in the
competition and we report only the best entries by a single
model and ensemble-based systems.
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Speaker Original Dialogue New Dialogue

User I was hoping to see local places while in Cambridge. Some
entertainment would be great.

I was hoping to see local places while in Cambridge. Some
entertainment would be great.

Agent I got 5 options. which side is okay for you? I got 5 options. which side is okay for you?
User It doesn’t matter. Can I have the address of a good one? It doesn’t matter. Can I have the address of a good one?
Agent How about funky fun house, they are located at 8 mercers

row, mercers row industrial estate.
How about California Academy of Sciences, they are located
at 8 mercers row, mercers row industrial estate.

User Could I also get the phone number and postcode? Is WiFi available?

Table 1: An example of data augmentation for domain classification. The left dialogue is the original dialogue
from the MultiWOZ 2.1 dataset while the right one is synthesized by replacing the original entity and last user
utterance highlighted by red with a new entity and knowledge question from the knowledge base highlighted by
blue.

Precision Recall F1

Our proposed model 0.9920 0.9344 0.9623
+ data augmentation 0.9903 0.9833 0.9868

DSTC9 Track 1 Systems:
Baseline 0.9933 0.9021 0.9455
Team 17† 0.9933 0.9748 0.9839
Team 3‡ 0.9964 0.9859 0.9911

Table 2: Test results on task 1: knowledge-seeking turn
detection. † and ‡ denote the best DSTC9 Track 1 sys-
tems with a single model and model ensemble, respec-
tively. Overall highest scores are made bold while high-
est scores for single models are underlined.

MRR@5 Recall@1 Recall@5

Our proposed model 0.9461 0.9251 0.9702

DSTC9 Track 1 Systems:
Baseline 0.7263 0.6201 0.8772
Team 7† 0.9309 0.8988 0.9666
Team 19‡ 0.9504 0.9235 0.9840

Table 3: Test results on task 2: knowledge selection.

Compared with the best knowledge selection re-
sults from the challenge, our model achieved higher
performances than the best single model-based sys-
tem in all metrics, and even surpassed the best en-
semble model in recall@1. To be noted, recall@1
is the most important metric, since the response
generation is grounded on only the top-1 result
from knowledge selection.

3.2.1 Ablation Study
First of all, Table 5 summarizes the ablation re-
sults by imposing two kinds of changes based on
our full knowledge matching model: instead of
concatenating the dialogue context, domain name,
entity name, and knowledge question and answer
pair as the input to the model, we only concate-
nate the dialogue context and knowledge question
and answer pair (w/o entity names); we replace
the Hinge loss with Cross-entropy loss (w/o Hinge

Loss). To be noted, we should pay more attention
to the Recall@1 score in the Table 5, which is the
most important metric. And we can see that adding
the domain and entity names are beneficial and the
use of Hinge loss for optimization is better than
Cross-entropy for this ranking problem.

As above-mentioned, for training the knowledge
matching module, we need to sample several nega-
tive samples for each position sample and instead
of using only one negative sampling strategy, we
used a mixed strategy. More specifically, for sam-
pling each negative sample, we randomly adopted
one of the following four strategies:

1. Randomly select from all knowledge snippets;
2. Randomly select from the knowledge snippets

of entities that are the in the same domain as
the ground truth one (i.e., the entity of the
positive sample);

3. Randomly select from the knowledge snippets
of the ground truth entity;

4. Randomly select from the knowledge snip-
pets of entities that are mentioned in the same
dialogue as the ground truth one.

Each strategy i ∈ {1, 2, 3, 4} is sampled at a
certain sampling ratio pins. We tuned this sampling
ratio by trying several combinations, and the results
are summarized in Table 6. From it, we can see
that: (1) Strategy 4 is the most effective among all
four ones; (2) Mixing four strategies is better than
using only one of them; (3) Allocating higher ratio
to strategy 4 is better than uniform ratios for every
strategy.

3.3 Response Generation
Table 4 summarizes the automated evaluation re-
sults for the generated responses with different
seq2seq models. Our fine-tuned T5-Base model
achieved lower BLEU scores than BART-Large
and Pegasus-Large, while its METEOR score is
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BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR ROUGE-1 ROUGE-2 ROUGE-L

Our Systems:
BART-Large 0.3743 0.2428 0.1620 0.1098 0.3869 0.4163 0.1992 0.3639
T5-Base 0.3575 0.2432 0.1685 0.1155 0.4379 0.4139 0.2103 0.3536
Pegasus-Large 0.3808 0.2531 0.1727 0.1192 0.4013 0.4237 0.2099 0.3656

DSTC9 Track 1 Systems:
Baseline 0.3031 0.1732 0.1005 0.0655 0.2983 0.3386 0.1364 0.3039
Team 15† 0.3779 0.2532 0.1731 0.1175 0.3931 0.4204 0.2113 0.3765
Team 3‡ 0.3864 0.2539 0.1692 0.1190 0.3914 0.4332 0.2115 0.3885

Table 4: Test results on task 3: knowledge grounded response generation.

Settings MRR@5 Recall@1 Recall@5

Original model 0.9811 0.9693 0.9936
w/o entity names 0.9788 0.9656 0.9933
w/o Hinge Loss 0.9734 0.9613 0.9905

Table 5: Ablation study of the knowledge matching
module for knowledge selection by removing entities
and hinge loss. Scores are reported on the validation
set.

Sampling ratios MRR@5 Recall@1 Recall@5

Original model
[0.1,0.1,0.1,0.7] 0.9811 0.9693 0.9936

[0.25,0.25,0.25,0.25] 0.9761 0.9615 0.9929
[1.0,0.0,0.0,0.0] 0.9712 0.9514 0.9933
[0.0,1.0,0.0,0.0] 0.9559 0.9248 0.9906
[0.0,0.0,1.0,0.0] 0.9728 0.9540 0.9933
[0.0,0.0,0.0,1.0] 0.9751 0.9596 0.9929

Table 6: Ablation study of the knowledge matching
module for knowledge selection by tuning the mixed
negative sampling ratio. Scores are reported on the val-
idation set. The sampling ratio is represented in the
format of [p1ns, p

2
ns, p

3
ns, p

4
ns].

substantially higher than the others. Note that our
generation system does not perform any model en-
semble, and it surpasses the best single system in
the DSTC9 Track 1 for half of the metrics.

Following the official evaluation protocol in the
challenge, we performed human evaluation to com-
pare our system with the top systems from the chal-
lenge2, as shown in Table 7. Specifically, we hired
three crowd-workers for each instance, asked them
to score each system output in terms of its “accu-
racy” and “appropriateness” in five point Likert
scale, and reported the averaged scores. We have
three findings: (1) T5 achieves higher accuracy,
while Pegasus is slightly better for appropriateness;
(2) our systems generates more accurate responses
than the top DSTC9 systems, while the appropri-

2https://github.com/alexa/alexa-with-dstc9-track1-
dataset/tree/master/results

ateness scores is comparable (confirmed by sig-
nificance testing in Section C.2 of Supplementary
Material); (3) the final average scores of our sys-
tems rank the highest. We present several examples
of the generated responses by our system compared
against the baseline and top 2 systems in Section
C.3 of Supplementary Material.

Systems Accuracy Appropriateness Average

Our Systems:
T5-Base 4.5994∗ 4.4572† 4.5283∗

Pegasus-Large 4.5451† 4.4591† 4.5021†

DSTC9 Track 1 Systems (Top-2):
Team 19 4.4979 4.4698 4.4838

(4.3917) (4.3922) (4.3920)
Team 3 4.4524 4.4064 4.4294

(4.3480) (4.3634) (4.3557)

Table 7: Human evaluation results of the test set for re-
sponse generation. Numbers within the parentheses are
official scores from DSCT9 (Kim et al., 2020b). The
symbol ∗ means our score is significantly higher than
the best previous system while † means our score is
not significantly different from the best previous sys-
tem, according to paired t-test with p < 0.05.

4 Conclusions

In this work, we propose a comprehensive system
to enable the task-orientated dialogue models to
answer user queries that are out of the scope of
APIs. We significantly improved the system’s capa-
bility of finding the most relevant knowledge snip-
pets, consequently providing excellent responses
by introducing a novel data augmentation method,
incorporating domain and entity identification mod-
ules for knowledge selection, and utilizing mixed
negative sampling. To demonstrate the efficacy of
our approach, we benchmark our system on the
DSTC9 Track 1 challenge dataset and report the
state-of-the-art performance.
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A Methods

A.1 Entity Extraction

Specifically, we first normalize the entity names in
the knowledge base using a set of heuristic rules,
such as replacing the punctuation “&” with “and”.
Table A.1 summarizes the full list of normaliza-
tion rules and we give an example for each rule
as illustration. Then we perform the fuzzy n-gram
matching between an entity and a certain piece
of dialogue context. For example of an entity of
“Alexander Bed and Breakfast”, it is a four-gram,
therefore we extract all four-grams from the dia-
logue context and match each of them against it.
And the process of matching is to first find out
the longest contiguous matching sub-sequence and
then calculate the matching ratio by the equation
of 2M/T , where M is the length of the matched
sub-sequence while T is the total length of the two
n-grams to be matched.3 If this ratio is higher than
0.95, we deem this pair of n-grams as matched.
In this way, we can find out which entities in the
knowledge base are mentioned in a certain dia-
logue.

B Experiments

B.1 Data Samples & Statistics

Table B.2 shows an example conversation with un-
structured knowledge access. The user utterance
at turn t = 5 requests the information about the
gym facility, which is out of the coverage of the
structured domain APIs. However, the relevant
knowledge contents can be found from the external
sources as in the rightmost column which includes
the sampled QA snippets from the FAQ lists for
each corresponding entity within domains such as
train, hotel, or restaurant. With access to these un-
structured external knowledge sources, the agent
manages to continue the conversation with no fric-
tion by selecting the most appropriate knowledge.

The data statistics are summarized in Table
B.3.4 The main data is an augmented version
of MultiWOZ 2.1 that includes newly introduced
knowledge-seeking turns in the MultiWOZ con-
versations. A total of 22,834 utterance pairs were
newly collected based on 2,900 knowledge candi-
dates from the FAQ webpages about the domains

3https://towardsdatascience.com/sequencematcher-in-
python-6b1e6f3915fc

4Data can be downloaded from:
https://github.com/alexa/alexa-with-dstc9-track1-dataset

and the entities in MultiWOZ databases. To be
noted, for the test set, other conversations collected
from scratch about touristic information for San
Francisco are added. To evaluate the generalizabil-
ity of models, the new conversations cover knowl-
edge, locale and domains that are unseen from the
train and validation data sets. In addition, this test
set includes not only written conversations, but also
spoken dialogues to evaluate system performance
across different modalities.

Table B.4 gives the statistics of the knowledge
base, which is a collection of frequently asked ques-
tions (FAQs). To be noted, there are no entities for
the “Train” and “Taxi” domains while for “Hotel”,
“Restaurant”, and “Attraction” domains, each entity
has its corresponding list of FAQ pairs. Besides,
the knowledge base for the test set covers the train
& validation sets and is further expanded by adding
one more domain of “Attraction” and more entities.

B.2 Experimental Details

We implemented our proposed system based on the
DSTC9 Track 1 baseline provided by Kim et al.
(2020b) and the transformers library (Wolf et al.,
2020). For all sub-tasks, the maximum sequence
length for the dialogue context and the knowledge
snippet is both 128. For the knowledge seeking
turn detection sub-task, the model is fine-tuned for
5 epochs with the batch size of 16, while for other
sub-tasks, 8 epochs and the batch size of 4 are used.
A model checkpoint is saved after each epoch, and
the best checkpoint is picked based on the valida-
tion results. For decoding process of the response
generation model, we replaced the nucleus sam-
pling in the baseline to beam search (beam width
is 5), which achieved higher performances in the
validation set.

C Results

C.1 Significance Testing for Human
Evaluation

Since those scores of human evaluation for re-
sponse generation are quite close to each other,
we resort to significance testing to confirm our sys-
tem’s superior performance. Table C.5 summarizes
the significance testing p-value between our sys-
tems and the top-2 submitted systems in the DSTC9
challenge for the accuracy, appropriateness, and av-
erage scores, respectively. From it, we can see that
T5-Base is significantly higher than the competing
systems in terms of accuracy (p < 0.05). Besides,
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Normalization rules Examples

Replace the punctuation “&” with “and” Bay Subs & Deli→ Bay Subs and Deli
If the entity contains any symbol of “ - ”, “, ” or “/”, split this entity by this
symbol and remove the second part

Hard Knox Cafe - Potrero Hill→ Hard Knox Cafe

Replace “guesthouse” with “guest house” ARBURY LODGE GUESTHOUSE → ARBURY
LODGE GUEST HOUSE

If the entity contains a place name such as “Fisherman’s Wharf” and “San
Francisco” in the end, remove it (since the entities in the knowledge base do
not contain these place names)

Bay Bridge Inn San Francisco→ Bay Bridge Inn

Replace numbers with corresponding English words Pho Huynh Hiep 2→ Pho Huynh Hiep Two

Table A.1: Entity normalization rules and the corresponding examples.

Turn Speaker Utterance Sampled Knowledge Snippets from FAQs

1 User I’m looking for a place to stay in the south of town. It doesn’t
need to have free parking.

2 Agent There are 4 hotels that are in the area you are looking for. Would
you prefer a 3 or 4 star rated hotel?

3 User I don’t care about the star rating as long as it’s expensive.
4 Agent The Lensfield Hotel is the only expensive hotel in the south area.

Would you like any more information on this location?
5 User I’m interested in knowing, do they have a workout facility on the

premises?
6 Agent There are both a fitness center and gym available on the premises.

Does this sound ok?
Q1: Do you have room service for your guests?

A1: Yes, the Lensfield Hotel provides room services.
Q2: Is there a gym available at your location?
A2: There is both a fitness center and gym avail-
able on the premises.
Q3: Can I bring my dog?
A3: Pets are not allowed at the Lensfield Hotel.

7 User That is perfect can you book that for me please.
8 Agent The Lensfield Hotel is located in the South. It has a 3 star rating

and is expensive. There is free parking and internet. I have booked
it for you.

9 User Great, thank you!

Table B.2: Examples of task-oriented conversations with unstructured knowledge access. Three sampled FAQ
pairs for the entity “Lensfield Hotel” are listed in the rightmost column for turn 5 which is beyond the coverage of
API and needs external knowledge support. The most appropriate FAQ pair to address turn 5 is highlighted in bold
font.

Split Source # dialogues # samples # knowledge seeking turns

Train MultiWOZ 7,190 71,348 19,184

Valid MultiWOZ 1,000 9,663 2,673

Test
MultiWOZ 977 2,084 977
SF Written 900 1,834 900
SF Spoken 107 263 104

Table B.3: Statistics of the data divided into training,
validation, and test sets. The test set contains three
sources of samples: MultiWOZ, San Francisco tourism
in written English, and San Francisco tourism in spo-
ken English, which is different from train and valida-
tion sets.

Domain Train & Val Test
# Entities # Snippets # Entities # Snippets

Train – 26 – 26
Taxi – 5 – 5
Hotel 33 1,219 178 4,346
Restaurant 110 1,650 391 7,155
Attraction – – 97 507

Total 143 2,900 666 12,309

Table B.4: Statistics of the knowledge base (the list of
FAQs). “Train” and “Taxi” domains do not have any en-
tities and there is no “Attraction” domain for the knowl-
edge base in train and validation sets.
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Accuracy Appropriateness Average
T5-Base Pegasus-Large T5-Base Pegasus-Large T5-Base Pegasus-Large

Team 19 1.86× 10−6 1.45× 10−1 6.07× 10−1 5.56× 10−1 1.96× 10−3 4.25× 10−1

Team 3 1.21× 10−16 8.01× 10−7 2.89× 10−4 5.68× 10−5 8.31× 10−15 2.48× 10−8

Table C.5: Significance Testing p-values between our systems and top-2 systems in the DSTC9 competition for the
accuracy, appropriateness, and average score of response generation. Paired t-test is used.

Example

Dialogues User: I need a train to Broxbourne, that arrives by
20:30.
Agent: Certainly. Can I assume you’re leaving from
Cambridge?
User: Yes, that is correct.
Agent: There is a train leaving at 5:01, would you like
a seat?
User: Is that leaving on Sunday?
Agent: I have the TR8991 leaving at 19:01 and arriv-
ing by 20:01. Would you like me to book that for you?
User: Not yet but I also need a restaurant that serve
mediterranean food and should be in the centre of
town.
Agent: I have a few restaurants that fit your crite-
ria. The Gardenia, La Mimosa, and Shiraz Restaurant.
Which one are you interested in hearing about?
User: Tell me about The Gardenia.
Agent: It’s a cheap restaurant located at 2 Rose Cres-
cent City Centre. Phone number and postcode are
01223356354 and cb23ll. Do you need anything else?
User: Does the restaurant offer live music on the
weekend?
Agent: Sorry, there is no live music at The Gardenia.
What else can I help you with?
User: Does the train have a data limit for wifi usage?

Knowledge
Answer

Data is limited to 50MB per day with no option of
additional data.

Our systems:
T5-Base Data is limited to 50MB per day with no option of

additional data. Is there anything else I can do for you
today or would you like to make a reservation?

Pegasus-
Large

Data is limited to 50MB per day with no option of
additional data. Is there anything else I can help you
with?

Top-2 submitted systems:
Team 3 No, there is no additional data available to purchase.

Anything else I can do for you?
Team 19 No, the train does not have a data limit for wifi usage.

Anything else I can do for you?

Table C.6: Qualitative comparison between our system
with previous strong competitors. Knowledge answer
is the answer part of the ground truth knowledge snip-
pet. We are comparing against the top-2 systems sub-
mitted to the DSTC9 competition.

T5-Base and Pegasus-Large are comparable to the
best previous system in terms of appropriateness.
Finally, with regards to the average score, our T5-
Base significantly rivals the previous best system.

C.2 Qualitative Examples of Responses
Table C.6 gives one qualitative example to compare
our system’s responses against those of the top-2
submitted systems in the DSTC9 competition (i.e.,
Team 3 and 19)5. Overall, we can see that our
system’s responses are more accurate. Taking the
example in Table C.6, our responses can exactly
answer the user query and it is strictly aligning with
the ground truth knowledge, while the response
from Team 19 is totally wrong and that from Team
3 does not address the user query at all.

5https://github.com/alexa/alexa-with-dstc9-track1-
dataset/tree/master/results
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