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Abstract

Large annotated corpora for coreference reso-
lution are available for few languages. For ma-
chine translation, however, strong black-box
systems exist for many languages. We empiri-
cally explore the appealing idea of leveraging
such translation tools for bootstrapping coref-
erence resolution in languages with limited re-
sources. Two scenarios are analyzed, in which
a large coreference corpus in a high-resource
language is used for coreference predictions
in a smaller language, i.e., by machine trans-
lating either the training corpus, or the test
data. In our empirical evaluation of corefer-
ence resolution using the two scenarios on sev-
eral medium-resource languages, we find no
improvement over monolingual baseline mod-
els. Our analysis of the various sources of error
inherent to the studied scenarios, reveals that
in fact the quality of contemporary machine
translation tools is the main limiting factor.

1 Introduction

End-to-end coreference resolution is the task of
identifying and clustering all spans of text that re-
fer to the same entity in a document. It serves as an
important step for several downstream NLP tasks
that involve natural language understanding, in-
cluding question answering (Morton, 1999), infor-
mation retrieval, and text summarization (Azzam
et al., 1999; Baldwin and Morton, 1998). Recent
advances in deep learning have resulted in state-of-
the-art performance on coreference resolution (Lee
et al., 2017; Fei et al., 2019; Kantor and Globerson,
2019; Joshi et al., 2020; Wu et al., 2020). The per-
formance of these models, however, highly depends
on the existence of large annotated datasets. Still,
for many languages that lack large annotated coref-
erence corpora, machine translation (MT) tools of
an ever increasing quality are available. The idea
studied in this work, is whether existing black-box
translation tools can be readily leveraged for trans-
ferring the task of coreference resolution from one

language to another.
We tackle the setting in which a large labeled

corpus exists in a resource-rich language (i.e., the
‘source’ language) whereas only a smaller corpus
exists in a smaller-resource language (called the
‘target’ language). Specifically, we consider two
scenarios in which black-box MT tools can be inte-
grated into a cross-lingual end-to-end coreference
resolution system. The first scenario, Translate-
train, uses an MT tool to translate the large source
corpus into the target language, after which a coref-
erence model is trained in the target language. In
the second scenario, Translate-test, test examples
in the target language are first machine translated
to the source language, after which a pre-trained
coreference model is used to predict the labels. The
second scenario has the disadvantage that an MT
tool is required at inference time.

Similar transfer learning setups for basic se-
quence tagging tasks gave encouraging results (as
discussed in Section 4), but we find this is no longer
the case for the task of coreference resolution.

We analyze the different sources of error related
to integrating the MT tool in the pipeline. As it
turns out, translation errors have the strongest im-
pact on the effectiveness of the proposed methods,
followed by prediction errors and alignment issues.

2 Approach

2.1 Translate-train

The goal of the Translate-train approach (visual-
ized in Fig. 1a) is to create a dataset in the target
language, on which a model can be trained. We
follow the approach used by Jain et al. (2019) for
NER, but we now apply it for coreference resolu-
tion.

We assume access to labeled training data in the
source language, a MT tool, an alignment tool, and
a test set in the target language. First, we use the
MT tool to translate the entire training set from the



58

(a) Translate-train procedure (b) Translate-test procedure

Figure 1: Annotation projection approaches, with indication of the main sources of error through the icon.

source to the target language. This results in an
unannotated dataset in the target language. Second,
we identify and label all mentions of entities in the
translated target document by aligning the source
and target documents using the alignment tool. Fi-
nally, a competitive monolingual method is used
to train a coreference model directly in the target
language, which is then evaluated on the test data.

2.2 Translate-test
The Translate-test approach (see Fig. 1b) follows
Shah et al. (2010), and assumes access to a large
training corpus in the source language, an off-the-
shelf MT system, an alignment tool, and a test set in
the target language. First, the test set is translated
into the source language. A competitive model
trained on the source language training corpus is
used to annotate the translated test set (i.e., identify
and cluster mentions into groups). With the align-
ment tool, the translated documents in the source
language are aligned with the original ones in the
target language, after which the predicted labels
are projected onto them for evaluation.

3 Experimental Evaluation

Data — Our evaluation set was created for the
SemEval-2010 (Recasens et al., 2010) shared task,
and contains coreference annotations for six lan-
guages (see Table 1 for dataset statistics). We use
Dutch, Spanish, Italian, and Catalan as our target
languages, and the corresponding SemEval-2010
datasets are used to train and test the respective
monolingual coreference models. As our large

and high-quality source dataset, we use the En-
glish OntoNotes 5.0 coreference dataset from the
CoNLL 2012 shared task (Pradhan et al., 2012).
Coreference Models — For the Translate-train
scenario, we use the end-to-end neural coreference
resolution method from Lee et al. (2017) to train
and evaluate on the target languages. This model
considers all spans of text as potential mentions
and finds the most probable antecedents for each
span. For each span, a span ranking model is used
to decide which of the previous spans are good
antecedents, whereby a trained pruner eliminates
less likely mentions. During training, the marginal
log-likelihood of all correct antecedents in the gold
clusters is optimized. In our Translate-test exper-
iments, we use SpanBert (Joshi et al., 2020), an
English end-to-end coreference resolver, trained on
the OntoNotes corpus.
Translation Tool — In both scenarios, we use
Google Translate1 as our publicly available MT
tool of choice.
Alignment — For the alignment step, we compare
Fast-Align from Dyer et al. (2013), a simple un-
supervised statistical word alignment model, with
the Heuristics method from the work of Jain et al.
(2019).
Baselines — We compare our translate-train and
translate-test approaches with a model trained
on annotated data in the target language (i.e.,
End2end Coref). We also consider two alterna-
tive baseline systems for which end-to-end coref-

1The translation of documents using Google Translate was
done on 02-12-2020.
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Training Development Test
#docs #sents #tokens #docs #sents #tokens #docs #sents #tokens

Catalan 829 8,709 253,513 142 1,445 42,072 167 1,698 49,260
Dutch 145 2,544 46,894 23 496 9,165 72 2,410 48,007
English 229 3,648 79,060 39 741 17,044 85 1,141 24,206
Italian 80 2,951 81,400 17 551 16,904 46 1,494 41,586
Spanish 875 9,022 284,179 140 1,419 44,460 168 1,705 51,040

Table 1: SemEval-2010 Dataset Statistics

Method Alignment tool Dutch Spanish Catalan Italian

Translate-train Fast-Align 0.280 0.410 0.410 0.340
Translate-train Heuristics 0.260 0.390 0.370 0.307
Translate-test Fast-Align 0.365 0.461 0.480 0.362
Translate-test Heuristics 0.358 0.438 0.453 0.347

End2end Coref - 0.380 0.516 0.533 0.430
Sucre or Tan-l* - 0.191 0.490 0.482* 0.607

Table 2: Monolingual and Cross-Lingual results in terms of Average Coreference F1

erence results were reported on the SemEval 2010
shared task data: Sucre and Tan-l. The Sucre sys-
tem (Kobdani and Schütze, 2010) uses engineered
features for words, mentions and mention pairs and
uses classical machine learning classifiers to cluster
mentions. It reports the best results for Spanish,
Italian and Dutch. The Tan-l system (Attardi et al.,
2010) uses dependency parse trees to detect men-
tions and trains a binary classifier to decide the
pairwise relationship between the extracted men-
tions and reports the best result for Catalan. Works
such as van Cranenburgh (2019) and Rahman and
Ng (2012) are not used as baselines because they
make use of external resources (mention detectors,
NER, Alpino parse trees2, etc. ).
Metrics — For evaluation, we report the average
F1 of the MUC, B3, and CEAF4 coreference reso-
lution metrics, as proposed in Denis and Baldridge
(2007).

3.1 Results

Our end-to-end monolingual baseline outperforms
the Sucre and Tan-l systems on Catalan, Span-
ish and Dutch, as shown in Table 2. For Italian,
our baseline shows inferior performance, possi-
bly due to the small number of training examples
(i.e., only 80 documents). Interestingly, our cross-
lingual models remain unable to surpass the ef-
fectiveness of their monolingual counterparts, al-
though the former leverage a much larger coref-
erence corpus than the latter. The Translate-test
is consistently better than Translate-train, which

2http://www.let.rug.nl/vannoord/alp/Alpino/

we hypothesize is due to the superior quality of
the English SpanBert model,especially in compar-
ison with the End2end Coref models trained on
the translated (i.e., noisy) source corpus. The Fast-
Align alignment strategy consistently outperforms
the Heuristics based alignment method in both the
Translate-train and Translate-test approaches.
Jain et al. (2019) showed that the Heuristics im-
proved on their Fast-align and indicated the reason
to be that named entities are low-frequency words.
To improve its performance, we trained Fast-Align
on the additional parallel corpus Europarl (Koehn,
2005).

3.2 Error Analysis

In this section we discuss the contributing fac-
tors to the low performance of the Translate-test
setup (being the better of both scenarios). From
10 randomly sampled test documents, which con-
tain a total of 424 mentions and 127 cluster chains,
we quantify three particular sources of error (see
Fig. 1b):
Translation Error — To measure the impact of
the imperfect translation step, we annotate the
Dutch-to-English translated documents with coref-
erence labels (i.e., perfect annotation on the noisy
translations). We also manually align the noisy En-
glish documents with the original Dutch documents
(i.e., to simulate perfect alignment).
Automatic Labeling Error — To see the impact
of the prediction model, we use SpanBert to anno-
tate the manually translated documents (i.e., assum-
ing perfect translation), again followed by a manual

http://www.let.rug.nl/vannoord/alp/Alpino/
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Source text Google Translate Correct translation

1. Het gesprek ging onder meer over
[Punt].

The conversation was about [Dot]. The conversation, amongst others,
was about [Punt]

2. [Mark Grammens] . . . [Mark Grams man] . . . [Mark Grammens] . . .

3. . . . en [zijn] stelling is bekend . . . and [its] position is well known . . . [his] position is well known

4. [Die] nam daar genoegen mee. [Which] was content with that. [He] was content with that

Table 3: Literal translation error (1 & 2) and pronoun mistranslation (3 & 4) examples

Model F1

Translate-test 0.415
only translation error 0.490
only labeling error 0.613
only alignment error 0.896

Table 4: Error breakdown for a random sample of 10
Dutch SemEval-2010 documents.

alignment step (i.e., to avoid alignment errors).
Alignment Error — To quantify the noise induced
by the alignment step, we manually translate the
documents to English and manually assign the
coreference labels, after which Fast-Align is ap-
plied for alignment with the original Dutch docu-
ments for evaluation.

Our analysis on the error breakdown is shown
in Table 4. The largest source of error for the
translate-test model appears to be the MT step
followed by the labeling error, whereas the impact
of the alignment error is rather small. We looked
into the translation errors, and observed that the
coreference results are most degraded due to incor-
rectly translated pronouns, and literal translations
of (parts of) named entities.

The labeling error leads to a hypothetical F1 (i.e.,
in the absence of other errors) of 0.613 on the se-
lected documents. This is considerably below the
reported SpanBert performance of 0.796 on the
Ontonotes test set (Joshi et al., 2020). We hypothe-
size this is partly due to the shift in domain between
the English Ontonotes data and the SemEval data
in Dutch, as well as some differences in corefer-
ence annotation guidelines between both datastets.
For example, coreference relations with verbs are
annotated in Ontonotes but not in SemEval.

4 Related Work

The key concept used in the presented transfer
learning scenarios, is annotation projection, as orig-
inally proposed by Yarowsky et al. (2001) for part-

of-speech tagging. It relies on the transfer of an-
notations from the source language to the target
language. Most annotation projection methods de-
pend on parallel corpora in which the source data
is labeled using a trained model before projecting
the labels onto the data in the target language (Hwa
et al., 2005; Postolache et al., 2006; Zeman and
Resnik, 2008; Ehrmann et al., 2011; de Souza and
Orăsan, 2011; Fu et al., 2014; Ni et al., 2017; Gr-
ishina, 2019).

Alternatively, other works relied on the use
of bilingual dictionaries for annotation projection
(Mayhew et al., 2017; Xie et al., 2018). The
Translate-train idea of creating a noisy translated
corpus with projected annotations has been pro-
posed as well (Tiedemann et al., 2014; Jain et al.,
2019), for the task of dependency parsing and NER,
respectively. Shah et al. (2010) used MT in the
other direction (Translate-test) for the task of
NER.

A common problem in both annotation projec-
tion scenarios is the alignment of text spans be-
tween languages, for which unsupervised statis-
tical alignment models can be used (Shah et al.,
2010; Ni et al., 2017), such as the IBM models
1-6 (Brown et al., 1993; Och and Ney, 2000). A
few recent works (Mayhew et al., 2017; Xie et al.,
2018) perform translation on a word or span level
to avoid the alignment problem. Others explored
alignment heuristics such as matching words based
on their surface forms and translations (Ehrmann
et al., 2011; Jain et al., 2019), or using external in-
formation such as Wikipedia links (Nothman et al.,
2013; Al-Rfou et al., 2015).

The prior works applied annotation projection to
the tasks of NER, POS, or dependency parsing, and
proved relatively successful (i.e., close to monolin-
gual models in the target language). Postolache
et al. (2006); de Souza and Orăsan (2011) are no-
table prior works that applied the idea of annotation
projection to the task of coreference resolution. Un-
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like our work, they depend on the existence of a
parallel corpora and are focused on a single lan-
guage pair to test their ideas. Moreover, they have
a pipeline that extracts mentions using external an-
notation tools or manually before clustering them
into coreference chains. We, on the other hand, do
both the mention identification and clustering in an
end-to-end fashion by considering all the possible
text spans on a document.

For the task of end-to-end coreference resolution,
we explore the use machine translation for anno-
tation projection, especially for medium-resource
languages for which strong MT systems exist. We
investigate if MT systems can be used for transfer-
ring coreference knowledge (model, dataset) with-
out having to rely on parallel corpora.

5 Conclusion and Future work

While the idea of leveraging MT to improve NLP
task performance for low resource languages is not
new, this idea to the best of our knowledge has
not been pursued for coreference resolution. We
contribute by comparing two conceptually different
methods; the Translate-train and Translate-test
approaches. We further present a rigorous quan-
titative error analysis. From our work, we con-
clude that (i) for coreference resolution the MT
approaches are not very successful. (ii) our error
analysis suggests this is mainly due by translation
errors followed by labeling and alignment errors.

We believe MT models can be still leveraged in
cross-lingual transfer learning for coreference reso-
lution, but we speculate that access to the internals
of the models, such as attention weights, will be
needed. Moreover, future work will need to investi-
gate hybrid strategies, combining transfer learning
from other languages with the available data in
the target language, to override issues due to MT
uncertainty or differences in annotation guidelines.
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