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Abstract

Negation detection is a key feature to the pro-
cessing of biomedical text, and it involves two
steps: identifying a medical term of interest
in text and identifying that that medical term
is mentioned as absent. However, processing
biomedical text is made complex by the pres-
ence of medical jargon that typically requires
custom systems, and detecting negation is com-
plicated further because the representation of
negation in natural language varies according to
the grammar used. We investigated the use of a
CNL with a general-purpose semantic parser to
detect negation. Our CNL was created by rep-
resenting medical terms as their semantic types
and restricting the definition of the expression
of negation. Through this method, we identi-
fied three kinds of negation—explicit negation,
implicit negation, and explicit implicit negation.
A pilot evaluation of our method on a sample
of radiology reports achieved an F1 score of
0.99 on the sentences that could be parsed.

1 Introduction

Natural language (also referred to as free text or
narrative) is the most wide-spread, comprehensive,
and convenient medium for healthcare personnel
to present medical information, for example, in
patient progress notes, radiology and pathology re-
ports, and discharge summaries (Wang et al., 2018).
Narrative patient reports contain several medical
concepts (naming entities such as body parts, drugs,
symptoms, diseases, medical tests, and treatments)
and the relations between the concepts (Wang et al.,
2018). Identifying and distinguishing among differ-
ent entities is the basis of biomedical NLP tools for
text classification, named entity recognition, and
text summarization, section detection, and negation
detection, among others. In this paper, we focus
on the task of disease negation detection, an impor-
tant aspect in biomedical NLP, which involves two
steps: identifying a medical term of interest in text
and identifying that that medical term is mentioned

as absent (Chapman et al., 2001). Both these tasks
are complicated by the nature of medical jargon
and the variation in the representation of negation
in natural language.

Current approaches taken to solve the problem
of identifying negated medical terms can be cat-
egorized as syntactic-based, ontology-based, and
corpus-based. Syntactic-based systems typically
rely on the use of custom regular expressions for
pattern matching and to combine grammar pars-
ing with standard expression matching (Huang and
Lowe, 2007). Ontology-based systems, such as
(Elkin et al., 2005), apply the knowledge from
an ontology to standardize the representation of
medical terms, thus enabling their automatic in-
terpretation during negation detection. Corpus-
based systems use machine learning algorithms
to learn the scope of negation and treat negation de-
tection as a classification task (Slater et al., 2021).
The limitations of these approaches include: for
syntactic-based systems, limited coverage due to
being restricted to the syntax defined in a regular
expression, offering little or no contextualization
of the syntax to the semantics in the text, and te-
dious maintenance; for ontology-based systems,
the level of semantic contextualization provided is
limited and lacks broader coverage of the entire
text; and for corpus-based systems, they require
large amounts of data that are not readily available
in the healthcare domain; and the black-box nature
of machine learning algorithms makes it impos-
sible to assess what aspects of negation they are
learning.

On the other hand, there exist very efficient and
highly accurate general-purpose semantic parsers
that can be used to detect negation. The problem
here is that the presence of medical jargon in natu-
ral language text increases the complexity and am-
biguity already inherent in natural language, and
renders attempts at using general-purpose parsers
unreliable, as they result in inaccurate semantic



representations. For example, parsing sentences
with medical jargon using the ACE parser (Packard,
2013) produces results with semantic categories
identified as ‘unknown’. As the source of the com-
plexity is the presence of medical jargon, we hy-
pothesized that reducing this complexity to a vocab-
ulary that can be parsed by general-purpose seman-
tic parsers can reduce the negation detection prob-
lem to that present in a domain-independent vocab-
ulary, and enable the use of a general-purpose se-
mantic parser to perform negation detection of dis-
ease entities. Our work contributes: (1) a method of
defining a CNL by first looking at natural language
and then restricting its lexicon and expression of
negation; and (2) a pilot method, still to be evalu-
ated comprehensively, for negation detection in a
medical domain using a general-purpose English
parser.

2 CNL-based Negation Detection

For the task of negation detection, we sought to
limit the impact of medical jargon by converting
medical text into a restricted version that can be
parsed deterministically, CNL, using a general-
purpose English parser. We used an efficient lin-
guistic processor for Head-driven Phrase Structure
Grammars (HPSGs), the Answer Constrained En-
gine (ACE) (Packard, 2013), which supports most
modern computational linguistic features. A broad-
coverage symbolic grammar of English-the En-
glish Resource Grammar (ERG) (Copestake and
Flickinger, 2000), was used to parse the CNL and
analyzed the Minimal recursion semantics (MRS)
(Copestake et al., 2005) representations for sig-
nals of the negation of mentioned entities. The
following sections present details on the materials,
methods, and results of this work.

2.1 Materials

The data used in this investigation was obtained
from the corpus of radiology reports from the
Mimic CXR dataset (Johnson et al., 2019). We
used a sample of 100 reports and considered only
the sentences associated with the sections in a re-
port which contain conclusions about the findings
in a report. These sections are labeled as FIND-
INGS, IMPRESSIONS, or CONCLUSIONS, or their
singular forms. Some reports do not have these
sections, while others have at least one of these
sections. From our sample of 100 reports, 92 were
found to possess at least one of these sections, and

from these reports, 345 sentences were obtained.
These sentences were examined manually to re-
move any sentence that contained the after effects
of report deidentification (such as *___at___on

. and ‘Analysis is performed in direct compari-

son with the next preceding similar study of ___.").
These were removed, resulting in a final dataset of
316 sentences.

A ground-truth dataset was created manually for
these sentences. The criterion used when labeling
the dataset was that, if there is at least one indicator
of disease which is mentioned as present, then that
sentence is labeled as N for ‘not negated’, other-
wise, it is labeled as Y. The rationale behind this
labeling scheme is that the purpose of negation
detection is to identify patients who have at least
one disease indicator as opposed to patients who
have none. Therefore, sentences such as, ‘Bilateral
pleural effusions, severe pulmonary edema, cannot
exclude pneumonia.” and ‘The heart size is nor-
mal, but the pulmonary vasculature is still mildly
engorged.’” are labeled as N (not negated); while
a sentence such as ‘Heart size is enlarged but sta-
ble.” is labeled as Y (negation present). Of the 316
sentences in the dataset, 136 sentences were anno-
tated as negating the mentioned disease indicators,
while 180 were annotated as possessing at least one
present disease indicator.

Our CNL was created by representing medical
terms as their semantic types and restricting the
definition of the expression of negation. Though
simple, we ensured that the result possessed all
the four properties by which a language can be re-
garded as a CNL: (1) it is based on exactly one
natural language, its base language; (2) the more
restrictive lexicon is the most important difference
between it and its base language, and we restrict fur-
ther its expression of negation; (3) it preserves most
of the natural properties of its base language; and
(4) it is explicitly and consciously defined (Kuhn,
2014). When constructing our CNL, we selected
two semantic types—Anatomy and Disease-because
we are focusing on detecting the negation of dis-
eases. The Anatomy semantic type is required in
order to contextualize disease mentions that are
expressed through an anatomical region where a
disease occurs. Creating the CNL requires identi-
fying a medical term in text and then determining
its semantic type. We relied on the knowledge in
the Unified Medical Language System (UMLS)
to determine whether a medical term represents a



disease or an anatomy, and we selected six termi-
nologies in the 2020 release of the UMLS metathe-
saurus purposively so as to have a broad coverage
with which to identify diseases and anatomies. For
parsing with ACE (Packard, 2013), we used the
English Resource Grammar (ERG) (Copestake and
Flickinger, 2000) and selected MRS (Copestake
et al., 2005) as the representations with which to
analyze the results.

2.2 Methods

First, QuickUMLS (Soldaini and Goharian, 2016)
was used on each sentence to extract medical con-
cepts and their corresponding Concept Unique ID
(CUID). 392 medical terms and their CUIs were ex-
tracted from 316 sentences. Next, the semantic type
of an entity was determined by mapping a CUI to
each of the five selected terminologies, which is
possible because the UMLS Facilitates conceptual
mappings among terminologies. If a mapping from
a source terminology to a target terminology pro-
duces concept(s), then it implies that that concept is
found in the target terminology, and is, therefore, of
the semantic type represented by that terminology.
Based on this criterion, of the 392 medical entities
extracted, 62 entities representing anatomies and
64 entities representing diseases were found.

After this, creating a CNL of each sentence was
done by replacing a medical term with the semantic
type associated with it. For example, ‘right rotator
cuff’ becomes Anatomy and ‘interstitial edema’ be-
comes Disease. Additionally, where multiples of
the same semantic type are present in a sentence,
they are numbered so as to differentiate them to
the parser and maintain the semantics in a sentence.
For example, ‘There is no evidence of pneumoth-
orax, pleural effusion, pulmonary edema, or pneu-
monia.” becomes, ‘There is no evidence of Dis-
easel, Disease2, Disease3, or Disease4.”. Through
this process, medical jargon is reduced to represen-
tations of proper nouns that can be parsed using
ACE. Finally, we applied two types of negation:
explicit negation and implicit negation. Explicit
negation is detected through the presence of nega-
tion markers and qualifiers in the MRS output. In
MRS, explicit negation is represented with ‘neg’.
Additionally, the quantifier for a noun, if found
to be ‘no’, semantically signifies that an entity is
present zero times, hence, negation. For exam-
ple, in the sentence ‘There is no evidence of pneu-
mothorax, pleural effusion, pulmonary edema, or

pneumonia.’, ‘no’ is a quantifier signifying zero
‘evidence’; as opposed to, say, ‘some evidence of’
or ‘only evidence of’. In our CNL, we restrict im-
plicit negation as detected through a limited vocab-
ulary. We extracted adjectives, nouns, and verbs
from the MRS representations and identified se-
mantic constructions that indicate the presence or
absence of a disease. For the former, construc-
tions such as ‘present_a_1’, ‘indication_n_of’, and
‘worsen_v_cause’ point to the presence of a disease;
for the latter, constructions such as ‘clear_a_of’,
‘normal_n_1’, and ‘rule_v_out’ point to the ab-
sence of a disease.

2.3 Results

Of the 316 sentences with ground-truth negation
values, 267 were parsed successfully with ACE,
while 49 (15.51%) could not be parsed and had
no MRS representations. We, therefore, present
results obtained from the 267 sentences. 89 sen-
tences (33.33%) were found to contain a conjunc-
tion, while 28 (10.49%) contained the explicit nega-
tion construct ‘neg’ and 70 (26.22%) contained ‘no’
as a quantifier of diseases. Therefore, the total num-
ber of sentences with constructs associated with
explicit negation was 98 (36.7%).

Of the 115 sentences annotated as negated in the
ground-truth, 81 were identified correctly through
explicit negation. The false negatives from using
explicit negation only comprise sentences that ei-
ther express a disease by referring to an anatomical
region instead of a disease directly; or describe the
absence of a disease without negating its presence
explicitly, rather implicitly. Examples of sentences
where a disease is negated by describing the af-
fected anatomy are, ‘The heart size remains normal
as well as the thoracic aorta which follows the sco-
liotic curvature in its descending portion remains
within normal limits.’, and “The cardiac, mediasti-
nal and hilar contours appear stable.”. Cases where
the presence of a disease is negated implicitly are,
‘Since the prior exam, the lung volumes have im-
proved.’, and ‘The right perihilar opacification and
bilateral pleural effusions have resolved.’.

For implicit negation, we catered for two cases:
(1) implicit negation either anatomically or through
disease; and (2) negation of implicit negation.
When investigating this, the following parts-of-
speech were extracted: 155 adjectives, 166 nouns,
and 91 verbs. Of these, 5 adjectives, 5 nouns, and
5 verbs were included in a vocabulary as signify-



ing the absence of a disease; while 3 adjectives, 9
nouns, and 7 verbs were included in a vocabulary
as signifying the presence of a disease. Implicit
negation considers two kinds of semantics—those
that signify the presence of a disease and those that
signify the absence of a disease. The vocabulary
required to identify implicit negation is very small
when compared to the parts-of-speech extracted,
that is, 8 out of 155 adjectives, 14 out of 166 nouns,
and 12 out of 91 verbs were necessary. Explicit
implicit negation presents a situation of a double
negative, and it, therefore, reverses the negation
semantics of the parts-of-speech used to indicate
the presence or absence of a disease. For exam-
ple, in the sentence, ‘The presence of a minimal
left pleural effusion cannot be excluded.’, the word
‘exclude’ that would have indicated the absence of
a disease now indicates the presence of a disease
because it is negated.

Our method detected negation implicitly and
also checked for explicit implicit negation. Of the
115 sentences annotated as negated in the ground-
truth, an extra 33 were identified correctly through
implicit and explicit implicit negation; while 93
out of the 152 unnegated sentences were identified
correctly through this method. The presence of
conjunctions was used to identify 17 non-negated
sentences correctly, and another 41 sentences were
identified correctly as unnegated because they con-
tained the terms signifying the presence of a dis-
ease. When considering the number of sentences
that could be parsed by the ACE parser, then an F1
score of 0.99 is obtained. However, when consider-
ing the entire ground-truth, including the sentences
that could not be parsed, then the F1 score is 0.84.

3 Conclusion

In this paper, we have presented a method of defin-
ing a CNL from natural language by restricting the
lexicon of the CNL and restricting the definition of
the expression of negation. The lexicon is restricted
by representing disease and anatomical medical
terms as their semantic types, allowing for the pro-
cessing of medical text using general-purpose se-
mantic parsers. The second restriction of our CNL
is that negation can be expressed through explicit
negation, implicit negation, and explicit implicit
negation. We conducted a pilot study that shows
that a high F1 score (0.99) can be achieved; but also
shows the limitations as a lower F1 score (0.84) re-
sults from sentences that could not be parsed. Our

future work will comprise a more comprehensive
evaluation of our approach, as well as seeking a
solution to the problem of unparsed sentences.
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