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Abstract

Parallel language corpora where regular texts
are aligned with their simplified versions can
be used in both natural language processing
and theoretical linguistic studies. They are es-
sential for the task of automatic text simplifica-
tion, but can also provide valuable insights into
the characteristics that make texts more acces-
sible and reveal strategies that human experts
use to simplify texts. Today, there exist a few
parallel datasets for English and Simple En-
glish, but many other languages lack such data.
In this paper we describe our work on creat-
ing an aligned Russian-Simple Russian dataset
composed of Russian literature texts adapted
for learners of Russian as a foreign language.
This will be the first parallel dataset in this
domain, and one of the first Simple Russian
datasets in general.

1 Introduction

Automatic text simplification is a task of natu-
ral language processing aimed at making texts
more readable and accessible to a broader audi-
ence. Nowadays, this task is most often viewed
as a neural machine translation problem (Xu et al.,
2015). Much like cross-lingual machine transla-
tion, intralingual neural text simplification requires
a substantial amount of data in order to be able to
train and test appropriate models.

Currently there are multiple datasets to choose
from for English text simplification, such as Simple
PPDB (Pavlick and Callison-Burch, 2016), Sim-
ple Wiki (Kauchak, 2013) and Newsela (Xu et al.,
2015). Howeyver, not a lot of simplification-specific
datasets are available for other languages. A few
exceptions are, for example, the Spanish version
of the Newsela dataset and the Alector parallel
Simplified French corpus (Gala et al., 2020). For
Russian, there are currently very limited options
for publicly available simplification corpora. One
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such example is the dataset for one of the Dialogue
Evaluation tasks (RuSimpleSentEval)!. However,
this dataset consists mainly of texts from the Wiki-
Large corpus (Zhang and Lapata, 2017) that were
translated into Russian automatically and parallel
data from the Russian paraphrase corpus (Gudkov
et al., 2020). Only the texts from the development
and test set have been simplified by human experts.
We will, instead, produce a corpus of Russian texts
adapted by human experts for language learners, a
unique resource for further work on Russian text
simplification.

Creating a new dataset for text simplification
poses quite a few challenges. First of all, there
needs to be a source of such data. Possible options
include simplified Wikipedia articles like Simple
English Wikipedia or Vikidia, a French website
intended for young people with more accessible ar-
ticles than in Wikipedia, both in terms of language
and content (Brouwers et al., 2014). Other possible
sources could be texts simplified for children or sec-
ond language learners, since not many languages
actually have a simplified Wikipedia equivalent.
There is also an option of simplifying some texts
manually with the help of human experts, like it
was done in Newsela or Alector, but this is expen-
sive and slow.

Another issue that gathering simplified data
poses is the fact that there is no one simple lan-
guage. Simplified texts can vary in complexity lev-
els and intended target audience: for example, texts
adapted for second language learners or children
typically become more complex as the reader’s
age or L2 proficiency increases. The comprehen-
sibility of the reading materials for users of easy
language is typically higher than for plain language
users (MaaB, 2019). Therefore, it is important to

"https://github.com/
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remember that it is impossible for one dataset to
satisfy the needs of all simplified language users.

In this paper, we will describe the process of
creating a Russian-Simple Russian parallel dataset
made out of adapted Russian literature texts in-
tended for learners of Russian as a foreign language
(RaaFL). The corpus we produced is aligned on the
paragraph level.

2 Data sources

The contents of the dataset described here are sim-
plified Russian books and their original versions.
The simplified books were adapted by professional
RaaFL writers. They have been provided by the
Zlatoust publishing house® for the purposes of this
research.

The books and short stories in our dataset are
all works by Russian writers, most of them being
classical literature, such as novels by A. S. Pushkin,
F. M. Dostoevsky, and A. P. Chekhov. There are
also more modern works by writers like B. Akunin
and V. Pelevin. Among the books provided for this
dataset are 6 collections of novels and 16 separate
books.

Most of the books and collections of novels are
aimed at readers with an intermediate level of Rus-
sian, with some of them being aimed at lower and
higher levels. All together, there are 2 books in this
dataset dedicated for A2 level, 2 for levels A2-B1,
11 for B1, 1 for B1-B2, 3 for B2, and 3 collections
of novels that fall between B1 and C1 levels.

For evaluation and as an additional reference, we
have also created a smaller dataset that is made of
300 adapted texts from textbooks for children who
are learners of Russian as a native language (1-4
school grades). Those are short texts from exer-
cises that we manually aligned with their original
versions.

At the moment, we are negotiating the possibility
of giving open access for research purposes to parts
of the collection. We aim at publishing a large
portion of the parallel data with permissive licenses
depending on the agreement we can establish. We
will make that part available on GitHub or similar
websites.

3 Data collection and preprocessing

The original format of the books and novel collec-
tions that were used for this dataset is PDF. Ex-
tracting the text from PDF files creates the first

*http://zlat.spb.ru/
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challenge in our process. The conversion was done
with the help of the Apache Tika software* that
allowed us to turn PDF documents into accessi-
ble XML files. After that, the texts were further
cleaned and normalized to remove unnecessary line
breaks, diacritics and other noisy symbols with the
help of a dedicated Python script. The original texts
that were downloaded from open sources were also
processed in the same way and all texts were then
stored in plain text files for further analysis and
subsequent alignment.

While studying the characteristics of simplified
texts, we performed word and sentence tokeniza-
tion and, in certain cases, lemmatization on our
dataset. For lemmatization, we used pymystem3°,
a wrapper for Yandex Mystem 3.1, which is a mor-
phological analyzer for Russian (Segalovich, 2003).
It is a dictionary-based algorithm, which has been
proven to achieve up to 96,43% accuracy on POS
tagging (Dereza et al., 2016), and up to 82,08% ac-
curacy on lemmatization (Akhmetov et al., 2020).
We also relied on Mystem for word tokenization,
considering only words that it recognizes as tokens.
Therefore, for, example, digits and punctuation
were not considered words (tokens). For sentence
tokenization, we used the NLTK sentence tokenizer
for Russian which is based on ru_punkt®. It is im-
portant to note that these instruments were used
only for obtaining dataset statistics and not during
text alignment or neural text simplification.

4 Characteristics of the simplified texts

First of all, we wanted to see how different the
adapted texts are compared to the corresponding
original versions. In this study, we focus on au-
tomatic measures to provide essential properties
of the texts and we leave a deeper analysis of the
simplification level to future work. We looked at a
number of metrics that are commonly used for de-
termining the complexity of texts for RaaFL learn-
ers (Laposhina et al., 2018). The results are listed
in Table 1, where we also list some dataset statis-
tics. Some of the scores are weighted: for example,
when computing average paragraph length in the
whole dataset, average paragraph length in each
text is weighted by the number of paragraphs in
this text. For Flesch-Kincaid grade level (FKGL)
we used a formula with constants that were adapted

‘https://tika.apache.org/
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Metric Original Adapted
Words 885167 268409
Unique words 89318 32762
Sentences 69737 29003
Par length / text* 250.45 180.29
Punctuation / sent*  2.40 1.66
Sentences / par* 3.15 3.19
Average TTR 0.42 0.43
Words / par* 39.06 28.70
Word length / text*  5.08 4.89
Average FKGL 6.04 4.49

Table 1: Characteristics of adapted and original texts.
Sent = sentence, par = paragraph. * - weighted average.

for Russian texts’. In this formula, the number of
vowels in the word is considered to be the number
of syllables.

It can be seen that original and adapted texts vary
in length with the originals having more words on
average. However, the number of sentences per
paragraph stays almost the same. Average word
length and sentence complexity (approximated by
the average number of punctuation characters per
sentence) are slightly bigger in the original ver-
sions. Adapted texts also have higher readability
according to the Flesch-Kincaid grade level. Nev-
ertheless, the degree of lexical variation does not
seem to change drastically according to the type-
token ratio (TTR).

We also calculated the number of words in the
texts that are supposed to be known to the reader on
a certain level of language acquisition. There are
established lexical minimums with appropriate vo-
cabulary to every level of RaaFL (see Andryushina
and Kozlova (2012), Andryushina and Kozlova
(2011), Andryushina et al. (2018), Andryushina
et al. (2019a), and Andryushina et al. (2019b)).
These lists consist of lemmatized words, so the
texts were also lemmatized before counting the
percentages of known words. We also considered
people’s names (that is, first names, surnames and
patronymics) and location names to be known to
the reader, since in literature the audience quickly
becomes acquainted with characters and the places
where the plot is set up. We identified those words
with the help of pymystem3. For example, in Table
2 Al vocab is the percentage of words in the text
that are supposed to be in an A1 level speaker of

"https://github.com/infoculture/
plainrussian
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Level Original Adapted
Al 57.48 62.97
A2 65.62 71.81
Bl 74.3 80.69
B2 81.82 87.24
Cl 89.67 92.97

Table 2: Mean amount of known vocabulary (percent-
age of words in the lexical minimum).

Russian’s vocabulary. Because most of our texts
have more experienced readers as their target audi-
ence, the amount of known vocabulary for A1 and
A2 levels is lower on average.

We can see that even at the C1 level, an average
speaker will most likely not recognize all words
even in the adapted versions of texts. However, the
percentage of known words is higher in the adapted
books at all levels.

5 Text alignment

Further analysis and the use of the data for train-
ing automatic text simplification tools require an
explicit alignment between original and simplified
text segments. Many alignment algorithms and
tools have been proposed for the creation of paral-
lel corpora mainly in the context of machine trans-
lation research.

We used multiple alignment approaches ranging
from semi-automatic to fully automatic tools. First
of all, we tried InterText (Vondricka, 2014) - an
editor for managing parallel texts. It has multiple
options for automatic pre-alignment of the text that
can then be adjusted using a graphical interface. In
our work, we tried Hunalign (Varga et al., 2007).
This aligner turned out to have some shortcomings,
especially in aligning big texts where one version is
significantly longer than the other. This is not a sur-
prise as Hunalign (as most of the other algorithms)
is developed for cross-lingual sentence alignment
and not for linking texts in the same language but
different levels of complexity. Nevertheless, the
InterText interface provides a convenient tool that
enabled a semi-automatic alignment of a smaller
dataset that we can use for the evaluation of fully
automatic alignment algorithms later on. Using this
method we created a gold standard of 302 aligned
segments taken from textbook exercises.

We tested two methods to align the entire collec-
tion of books and novels, Bleualign (Sennrich and
Volk, 2010) and CATS-Align: a tool for customised
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Data Words Vocab Sents
Bleualign orig 345779 52010 32593
Bleualign adapt 254000 31831 30553
CATS orig 589715 55380 50673
CATS adapt 268396 32746 32382
Table 3: Alignment statistics. Vocab = vocabulary,

sents = sentences, orig = original versions, adapt =
adapted versions.

alignment of text simplification corpora® (Stajner
etal., 2017). Bleualign®’ is designed for sentence-to-
sentence alignment of parallel texts used for train-
ing machine translation models. The alignment
is performed based on the modified BLEU score
between source sentences translated into the target
language and the original target language sentences.
The principle of matching sentences in the same
language suits our needs very well and in the case
of simplified language alignment we can, therefore,
skip the translation step.

CATS-Align is a tool developed specifically for
aligning simplification datasets, particularly for
Newsela. It offers multiple options for similarity
strategies, alignment levels, alignment strategies
and other parameters. Our choices were the char-
acter trigram similarity strategy that uses the log
TF-IDF weighting and compares vectors with the
cosine similarity, paragraph alignment level, and
closest similarity alignment strategy.

As mentioned above, we chose paragraph align-
ment for our texts. We believe that text simplifica-
tion should not consider isolated sentences only but
also look at additional context. We are interested
in cases where larger portions of the text are re-
moved, sentences are merged or split or even some
information is expanded. Also, creating sentence
alignments out of an existing paragraph alignment
is more effective and reliable than just aligning
sentences from texts (Stajner et al., 2017). Hence,
we can easily extend the dataset with additional
linking between individual sentences later on.

Using Bleualign on our data resulted in 7452
aligned paragraphs, and 9352 with CATS-Align.
Other statistics, such as total numbers of word to-
kens, sentences, and the number of unique words
(vocabulary) can be found in Table 3.

Among the CATS alignments, multiple original

$https://github.com/neosyon/
SimpTextAlign

‘https://github.com/rsennrich/
Bleualign
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Strict F1 Lax F1
0.90
0.98

Aligner
Bleualign 0.90
CATS 0.98

Table 4: Alignment evaluation.

paragraphs end up being aligned with more than
one different adapted paragraph, and vice versa.
Therefore, we only have 7671 unique original para-
graphs and 9202 unique adapted paragraphs. How-
ever, sometimes having multiple simplified options
for one paragraph can be helpful. And, if needed,
the cosine similarity scores that CATS provides
for each pair of paragraphs can help choose be-
tween multiple versions of one paragraph align-
ment (that is, the pair with the highest score can
be chosen from multiple pairs with good scores).
With Bleualign, non-unique alignments happen
only with paragraphs that are repeated in the orig-
inal and adapted texts - for example, the word
“Pause.” in plays.

In order to evaluate the alignment quality, we em-
ployed strict and relaxed (lax) F1 scores, as in Sen-
nrich and Volk (2010). We considered precision to
be the number of correct alignments per the num-
ber of proposed alignments, and recall to be the
number of correct alignments per the number of
alignments in the reference corpus. However, for
strict F1 score we only considered an alignment cor-
rect if it matched the reference alignment exactly,
and for lax F1 score an alignment was considered
correct if both sides overlapped with the original
paragraph pair. We used the small, hand-aligned
dataset for alignment evaluation. The results are
presented in Table 4.

As can be seen, although both aligners showed
good results, CATS-Align performed better on
hand-aligned data. When investigating the errors of
Bleualign, we found out that most of the erroneous
alignments happen because the aligner takes some
additional sentences from the next paragraphs. This
seems to only happen with adapted paragraphs.
One possible reason is the size mismatch between
original and adapted texts. However, when aligning
longer books and novels, this might be appropriate,
since sometimes longer paragraphs from the origi-
nal texts are split into multiple paragraphs during
adaptation, so it can be good to grab additional
adapted paragraphs during alignment to match a
longer original one.

To study the impact of different aligners on
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downstream applications, we then decided to com-
pare the performance on simplification models
when using different alignment tools (see below).

6 Neural text simplification

In order to evaluate the impact of alignment, we
built neural text simplification models from the
collected training data. We chose the architecture
based on (Nisioi et al., 2017), which has proven
to perform well on English-Simple English data.
This architecture is openly available online!? and
has some modifications that have further improved
its performance (Cooper and Shardlow, 2020). We
used OpenNMT-py (Klein et al., 2017) to build our
models.

Similar to the original paper, we used an archi-
tecture with 2 LSTM layers with hidden states of
500 and 500 hidden units. The dropout probability
was set to 0.3. SGD was used as an optimizer, and
global attention and input feeding were employed.
We also employed the default learning rate of 1.0
with the decay of 0.7. The vocabulary size was
set to 50000, which also happen to suit our needs,
since, as can be seen from Table 3, the vocabular-
ies of the original paragraphs only slightly exceed
this number, and the adapted vocabularies are even
smaller.

For evaluation, we used the BLEU and SARI
metrics from the EASSE library (Alva-Manchego
et al.,, 2019) and the aforementioned Flesch-
Kincaid Grade Level score with constants opti-
mized for Russian. We evaluated our models on
both test sets that consisted of data from the same
books and novels but which the models have not
seen during training, and the small hand-crafted
dataset used for alignment evaluation, which con-
sists predominantly of excerpts from children’s lit-
erature. The test and development set sizes for
the dataset aligned with Bleualign were both 1000
paragraphs, and for the data aligned with CATS -
1500 paragraphs. The best results for each system
on larger test sets can be seen in Table 5.

Because there are no state-of-the-art Russian au-
tomatic text simplification systems yet, we don’t
have anything to compare these scores to. In the
original paper, the highest BLEU score was 87.50,
and the highest SARI was 38.59. FKGL scores
were not reported. However, this system was built
for a different language and trained on a bigger

Ohttps://github.com/senisioi/
NeuralTextSimplification
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Aligner BLEU SARI FKGL
Bleualign 21.68 4297 2.82
CATS 14.69 4094 282

Table 5: Simplification evaluation — larger automati-
cally aligned test sets.

Aligner BLEU SARI FKGL
Bleualign 10.86 35.53 3.33
CATS 7.51 33.84 272

Table 6: Simplification evaluation — small manually
aligned test set.

corpus with sentence-level alignment.

As can be seen, models trained on the data
aligned with Bleualign tend to have higher BLEU
scores. However, the SARI scores for both datasets
are close, and the outputs are equally readable ac-
cording to FKGL.

As for the performance on completely unseen
out-of-domain data, both kinds of models did not
show great results. The best results for each system
on the small test set are presented in Table 6. It can
be seen that, although the BLEU scores halve com-
pared to the bigger test set, the SARI and FKGL
scores do not show such a rapid decline. In fact, the
change in readability is very little in comparison to
Table 5.

Clearly, the models need further work to be able
to perform well on new domains. However, the per-
formance on larger test sets indicates that our data
can be used for neural text simplification, perhaps
not only as a single dataset, but also as material for
fine-tuning existing models.

7 Conclusions

We have described the process of creating a parallel
Russian-Simple Russian dataset made of literature
texts adapted by human experts. This dataset is
still a work in progress. For now, we have de-
scribed some linguistic properties of our texts and
established differences between various alignment
strategies. We also provide initial tests on the use
of the data for neural text simplification. In the fu-
ture we plan to add sentence alignments and further
improvements to the automatic text simplification
derived from the data. Data and models will be
publicly released if copyrights permit.
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