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Abstract 

This study describes the model design of 
the NCUEE-NLP system for the MEDIQA 
challenge at the BioNLP 2021 workshop. 
We use the PEGASUS transformers and 
fine-tune the downstream summarization 
task using our collected and processed 
datasets. A total of 22 teams participated in 
the consumer health question 
summarization task of MEDIQA 2021. 
Each participating team was allowed to 
submit a maximum of ten runs. Our best 
submission, achieving a ROUGE2-F1 
score of 0.1597, ranked third among all 128 
submissions.  

1 Introduction 

Consumers increasingly use online resources to 
meet their health information needs. However, 
health information needs are usually complex and 
to be expressed in natural language (Kilicoglu et al., 
2018). In general, health questions tend to consist 
of considerable contextual information that may 
hinder automatic Question Answering (QA) 
systems. Paraphrasing and summarizing the 
questions has been shown to substantially improve 
QA performance (Ben Abacha and Demner-
Fushman, 2019a). Therefore, effective 
summarization methods for consumer health 
questions could play an important role in 
enhancing medical QA performance.   

Automatic text summarization is the process of 
computationally shortening texts to find or 
generate the most informative sentences that 
represent the most important or relevant 
information within the original content. There are 
two general approaches to summarization: 
extraction and abstraction. In extractive 
summarization methods, a summary is extracted 
from the original texts, but the extracted sentences 

are not modified in any way. Abstractive 
summarization methods learn a semantic 
representation of the original content, and then use 
this representation to generate a summary that is 
closer to what a human might express in terms of 
original content.  

MEDIQA 2021 is the second edition of the 
MEDIQA challenge collocated with the BioNLP 
2021 workshop, focusing on summarization in the 
medical domain with three tasks: consumer health 
question summarization, multi-answer 
summarization, and radiology report 
summarization. We only participated the first 
Question Summarization (QS) task, in the domain 
of abstractive summarization. The goal of this task 
is to promote the development of new 
summarization methods that specifically address 
the challenges of long and complex consumer 
health questions. The recently developed  
transformer in NLP is a novel neural architecture 
that aims to solve sequence-to-sequence tasks in 
handling long dependencies and usually achieves 
promising results. This achievement motivates us 
to explore the use of a transformer-based model to 
tackle the question summarization problem in the 
medical domain. 

This paper describes the NCUEE-NLP 
(National Central University, Dept. of 
Electrical Engineering, Natural Language 
Processing Lab) system for the QS task of the 
MEDIQA challenge at the BioNLP 2021 workshop. 
Our solution explores the use of pre-trained 
PEGASUS Transformers (Zhang et al., 2020a) and 
fine-tuning on the downstream question 
summarization task using our collected and 
processed datasets. A total of 22 teams participated 
in this task. Each participating team was allowed to 
submit a maximum of ten runs. Our best 
submission had a ROUGE2-F1 score of 0.1597, 
ranking third among all 128 submissions. 
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The rest of this paper is organized as follows. 
Section 2 describes the NCUEE-NLP system for 
the question summarization task. Section 3 
presents the evaluation results and performance 
comparisons. Conclusions are finally drawn in 
Section 4.  

2 The NCUEE-NLP System 

Figure 1 shows our NCUEE-NLP system 
architecture for the QS task. Specifically, our 
system is comprised of two main parts: 1) 
PEGASUS transformers, and 2) fine-tuning.  
Details are introduced as follows.  

2.1 PEGASUS Transformers 

Zhang et al. (2020a) proposed PEGASUS 
(Pretraining with Extracted Gap-sentences for 
Abstractive SUmmarization Sequence-to-
sequence) method that pre-trains large transformer-
based encoder-decoder models on massive text 
corpora. New self-supervised objectives called 
Gap Sentences Generation (GSG) and classical 
Mask Language Models (MLM) were applied 
simultaneously as pre-training objectives. The 
PEGASUS model was evaluated on 12 
downstream summarization tasks spanning news, 
science, stories, instructions, emails, patents, and 
legislative bills.  Experimental results showed that 
good abstractive summarization performance can 

be achieved across broad domains by fine-tuning 
the model, outperforming previous state-of-the-art 
approaches on many tasks.  

These achievements motivate us to explore the 
use of the PEGASUS transformers and fine-tuning 
on the downstream QS task in the medical domain.  

2.2 Fine-tuning 

Many summarization datasets contain original 
texts and their referenced summarizes written in 
declarative sentences. Question summaries written 
in interrogative sentences are relatively rare. Hence, 
in addition to the training set provided by task 
organizers, we also collected and processed the 
following datasets to fine-tune the QS task.  

• MEDIQA 2019 – NLI Dataset (Ben Abacha 
et al., 2019) 

The Natural Language Inference (NLI) task of 
the MEDIQA 2019 challenge identifies three 
relations between two sentences including 
entailment, neutral, and contradiction. We only use 
the entailment relation that was annotated from the 
training, validation and test datasets. Comparing 
the lengths of two the sentences in each pair, the 
longer sentences will be regarded as a question, 
while the other is used as the corresponding 
summary. A total of 4,683 pairs were collected 
from this dataset. 

 

 
 
 

Figure 1: Our NCUEE-NLP system architecture for the QS task. 
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• MEDIQA 2019 – RQE Dataset (Ben Abacha 
et al., 2019) 

The Recognizing Question Entailment (RQE) 
task of the MEDIQA 2019 challenge focuses on  
identifying entailments between two questions. We 
use the positive question-pairs (annotated as 
“entailment”) from the training, validation and test 
datasets. However, some questions are not written 
using valid interrogative sentences such as a 
declarative sentences followed by “Right?”. We 
exclude these cases and only use questions that 
start with wh-words, be verbs, and auxiliary verbs. 
Similarly, the shorter question in each question-
pairs is regarded as a reference summary. This 
resulted in a final subset of 4,011 pairs.  

• MQP Dataset (McCreery et al., 2020) 

The Medical Question Pairs (MQP) dataset 
contains similar and dissimilar medical question 
pairs hand-generated and labeled by doctors. A list 
of 1,524 patient-asked questions were randomly 
sampled. Doctors as the labelers had rewritten the 
original question in different ways while 
maintaining the same intent, and used similar key 
words to write related but dissimilar questions for 
which the answer would be wrong or irrelevant. 
Hence, each question results in one similar and one 
different pair. We only use the similar question 
pairs to fine-tune the transformers. In the same way, 
the longer questions are used as original questions 
and the shorter ones are their reference summaries.    

• EPIC-QA Dataset on COVID-19 (Goodwin 
et al., 2020) 

In response to the COVID-19 pandemic, the 
Epidemic Question Answering (EPIC-QA) track in 
TREC 2020 conference focuses on developing 
systems capable of automatically answering 
questions about COVID-19. In the question part of 
EPIC-QA data, two prepared sets of approximately 
45 questions were provided: one for expert-level 
questions and one for consumer-level questions. 
Without considering the question levels, we regard 
the longer questions as original questions and the 
corresponding shorter question are their summaries.  

3 Evaluation  

3.1 Data 

The experimental datasets were mainly provided 
by task organizers (Ben Abacha et al., 2021). The 

training, validation and test sets were composed of 
data from an independent set of consumer health 
questions. The MeQSum Dataset of consumer 
health questions and their summaries can be used 
for training (Ben Abacha and Demner-Fushman, 
2019b). The validation and test sets consist of 
consumer health questions received by the U.S. 
National Library of Medicine (NLM) in December 
2020. Their associated summaries were manually 
created by medical experts for evaluation.  

In summary, during the system development 
phase, the training and validation sets respectively 
consisted of 1,000 and 50 consumer health 
questions and their associated summaries for 
system designing and implementation. In total, 
only 100 consumer health questions in the test 
dataset were used for final performance evaluation.   

3.2 Settings 

The pre-trained PEGASUS models were 
downloaded from the HuggingFace (Wolf et al., 
2019). A PEGASUS model was trained with 
sampled gap sentence ratios on both C4 (Raffel et 
al., 2020) and HugeNews datasets, and important 
sentences were sampled stochastically. We selected 
the PEGASUS-Large model and its mixed and 
stochastic model (denoting PEGASUS-Large-
XSum) on the XSum (Narayan et al., 2018) 
datasets, containing 227k BBC news articles from 
2010 to 2017 covering a wide variety of subjects 
along with professionally written single-sentence  
summarizes.  

To confirm model performance, we compared 
the previous state-of-the-art BART method (Lewis 
et al., 2019) that uses a denoising autoencoder to 
pre-train sequence-to-sequence models. We also 
downloaded the pre-trained BART-Large and 
BART-Large-XSum models from the 
HuggingFace (Wolf et al., 2019).  

On an Nvidia DGX-1 server using a V100 GPU 
with the same settings, the hyper-parameter values 
for our model implementation were optimized as 
follows: maximum sequence length 512; learning 
rate 0.00005; batch size 6 and gradient 
accumulation steps 128 for both BART models; 
and batch size 8 and gradient accumulation steps 
512 for both PEGASUS models. 

3.3 Metrics 

ROUGE is used to measure summarization 
performance (Lin, 2004). ROUGE stands for 
Recall-Oriented Understudy for Gisting Evaluation, 
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including several automatic evaluation methods 
that measure the similarity between summaries. 
ROUGE-N is an n-gram recall between a candidate 
summary and a set of reference summaries. 
ROUGE-L accounts for the union Longest 
Common Sequence (LCS) in matching between a 
reference summary sentence and every candidate 
summary sentence. 

In the QS task of MEDIQA 2021 challenge, 
ROUGE-1 (denoted as R1), ROUGE-2 (R2), and 
ROUGE-L (RL) were adopted as measure metrics. 
The F1 score,  which is a harmonic mean of 
precision (short in P) and recall (R), of R2 was 
regarded as the official score to rank the 
participating teams’ performance in the 
leaderboard.  

3.4 Results 

Table 1 shows the results on the QS validation set 
of MEDIQA 2021 challenge. Both PEGASUS 
models outperformed the BART models in a half of 
the metrics. The mixed and stochastic models on 
the XSum datasets usually outperformed than those 
without the XSum optimization using both BART 
and PEGASUS transformers. The PEGASUS-
Large-XSum model obtained the best overall score 
of 0.1469 in R2-F1, considered as the ranking 
metric.   

During the final testing phase of the QS task, we 
used the training set and collected datasets to fine-
tune the models and the validation set for parameter 
optimization. Each participating team was allowed 
to submit a maximum of ten runs for each task. We 
submitted the four above-mentioned models. Table 
2 shows the results of our testing models. The 
PEGASUS-Large-XSum model clearly 

outperformed the others than the others in almost 
all evaluation metrics.  

A total of 22 teams participated in the QS task, 
each submitting at least one entry. Our best 
submission achieved an R2-F1 score of 0.1597, 
significantly outperforming the baseline model 
with a score of 0.1373 and ranking third place 
among all 128 submissions.  

In addition to ROUGE metrics, task organizers 
also use several evaluation metrics that may be 
better adapted to the QS task. Our best submission 
also achieved a HOLMS score (Mrabet and 
Demner-Fushman, 2020) of 0.5783, ranking first 
among all 128 submissions. Our best submission 
had a BERTScore-F1 (Zhang et al., 2020b) of 
0.6960, ranked ninth among all submissions. 

4 Conclusions 

This study describes the NCUEE-NLP system in 
the consumer health question summarization task 
of the MEDIQA 2021 challenge, including system 
design, implementation and evaluation. We used 
the PEGASUS transformers and fine-tuned the 
downstream summarization task using our 
collected and processed datasets. A total of 22 
teams participated in the task, each submitting at 
least one entry. Our best submission had a 
ROUGE2-F1 score of 0.1597, ranking third place 
among all 128 submissions. 
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Models R1-P R1-R R1-F1 R2-P R2-R R2-F1 RL-P RL-R RL-F1 
BART-Large 0.3165 0.3255 0.3209 0.1355 0.1438 0.1395 0.3090 0.3182 0.3135 

BART-Large-XSum 0.3299 0.3194 0.3246 0.1435 0.1488 0.1461 0.3215 0.3127 0.3170 
PEGASUS-Large 0.3153 0.3368 0.3257 0.1307 0.1593 0.1436 0.3029 0.3285 0.3152 

PEGASUS-Large-XSum 0.3159 0.3269 0.3213 0.1393 0.1553 0.1469 0.3017 0.3157 0.3085 

Table 1:  Results of summarization models on the QS validation dataset. 

 Models R1-P R1-R R1-F1 R2-P R2-R R2-F1 RL-P RL-R RL-F1 
BART-Large 0.3526 0.3159 0.3132 0.1452 0.1236 0.1268 0.3187 0.2865 0.2842 

BART-Large-XSum 0.3308 0.3253 0.3116 0.1212 0.1150 0.1125 0.2976 0.2891 0.2784 
PEGASUS-Large 0.3173 0.3426 0.2936 0.1377 0.1346 0.1217 0.2821 0.2934 0.2579 

PEGASUS-Large-XSum 0.3869 0.3316 0.3352 0.1850 0.1573 0.1597 0.3576 0.3030 0.3090 

Table 2:  Results of summarization models on the QS test dataset. 
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