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Abstract

Peru is a multilingual country with a long his-
tory of contact between the indigenous lan-
guages and Spanish. Taking advantage of
this context for machine translation is possi-
ble with multilingual approaches for learning
both unsupervised subword segmentation and
neural machine translation models. The study
proposes the first multilingual translation mod-
els for four languages spoken in Peru: Aymara,
Ashaninka, Quechua and Shipibo-Konibo, pro-
viding both many-to-Spanish and Spanish-
to-many models and outperforming pairwise
baselines in most of them. The task ex-
ploited a large English-Spanish dataset for pre-
training, monolingual texts with tagged back-
translation, and parallel corpora aligned with
English. Finally, by fine-tuning the best mod-
els, we also assessed the out-of-domain capa-
bilities in two evaluation datasets for Quechua
and a new one for Shipibo-Konibo1.

1 Introduction

Neural Machine Translation (NMT) has opened
several research directions to exploit as many and
diverse data as possible. Massive multilingual
NMT models, for instance, take advantage of sev-
eral language-pair datasets in a single system (John-
son et al., 2017). This offers several advantages,
such as a simple training process and enhanced per-
formance of the language-pairs with little data (al-
though sometimes detrimental to the high-resource
language-pairs). However, massive models of
dozens of languages are not necessarily the best
outcome, as it is demonstrated that smaller clus-
ters still offer the same benefits (Tan et al., 2019;
Oncevay et al., 2020).

Peru offers a rich diversity context for machine
translation research with 47 native languages (Si-
mons and Fenning, 2019). All of them are highly
distinguishing from Castilian Spanish, the primary

1Available in: https://github.com/aoncevay/mt-peru

official language in the country and the one spo-
ken by the majority of the population. However,
from the computational perspective, all of these
languages do not have enough resources, such as
monolingual or parallel texts, and most of them are
considered endangered (Zariquiey et al., 2019).

In this context, the main question then arises:
shouldn’t machine translation be multilingual for
languages spoken in a multilingual country like
Peru? By taking advantage of few resources, and
other strategies such as multilingual unsupervised
subword segmentation models (Kudo, 2018), pre-
training with high resource language-pairs (Kocmi
and Bojar, 2018), back-translation (Sennrich et al.,
2016a), and fine-tuning (Neubig and Hu, 2018), we
deployed the first many-to-one and one-to-many
multilingual NMT models (paired with Spanish)
for four indigenous languages: Aymara, Ashaninka,
Quechua and Shipibo-Konibo.

2 Related work

In Peru, before NMT, there were studies in rule-
based MT, based on the Apertium platform (For-
cada et al., 2011), for Quechua Eastern Apuri-
mac (qve) and Quechua Cuzco (quz) (Cavero and
Madariaga, 2007). Furthermore, Ortega and Pil-
laipakkamnatt (2018) improved alignments for quz
by using an agglutinative language as Finnish as
a pivot. Apart from the Quechua variants, only
Aymara (Coler and Homola, 2014) and Shipibo-
Konibo (Galarreta et al., 2017) have been addressed
with rule-based and statistical MT, respectively.

Ortega et al. (2020b) for Southern Quechua, and
Gómez Montoya et al. (2019) for Shipibo-Konibo,
are the only studies that employed sequence-to-
sequence NMT models. They also performed trans-
fer learning experiments with potentially related
language pairs (e.g. Finnish or Turkish, which are
agglutinative languages). However, as far as we
know, this is the first study that trains a multilin-
gual model for some language spoken in Peru. For

https://github.com/aoncevay/mt-peru
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related work on multilingual NMT, we refer the
readers to the survey of Dabre et al. (2020).

3 Languages and datasets

To enhance replicability, we only used the datasets
provided in the AmericasNLP Shared Task2.

• Southern Quechua: with 6+ millions of
speakers and several variants, it is the most
widespread indigenous language in Peru.
AmericasNLP provides evaluation sets in the
standard Southern Quechua, which is based
mostly on the Quechua Ayacucho (quy) vari-
ant. There is parallel data from dictionar-
ies and Jehovah Witnesses (Agić and Vulić,
2019). There is parallel corpus aligned with
English too. We also include the close vari-
ant of Quechua Cusco (quz) to support the
multilingual learning.

• Aymara (aym): with 1.7 million of speakers
(mostly in Bolivia). The parallel and mono-
lingual data is extracted from a news web-
site (Global Voices) and distributed by OPUS
(Tiedemann, 2012). There are aligned data
with English too.

• Shipibo-Konibo (shp): a Panoan language
with almost 30,000 speakers in the Amazo-
nian region. There are parallel data from
dictionaries, educational material (Galarreta
et al., 2017), language learning flashcards
(Gómez Montoya et al., 2019), plus monolin-
gual data from educational books (Bustamante
et al., 2020).

• Ashaninka (cni): an Arawakan language with
45,000 speakers in the Amazon. There is par-
allel data from dictionaries, laws and books
(Ortega et al., 2020a), plus monolingual cor-
pus (Bustamante et al., 2020).

The four languages are highly agglutinative or
polysynthetic, meaning that they usually express a
large amount of information in just one word with
several joint morphemes. This is a real challenge
for MT and subword segmentation methods, given
the high probability of addressing a “rare word”
for the system. We also note that each language
belongs to a different language family, but that is
not a problem for multilingual models, as usually
the family-based clusters are not the most effective
ones (Oncevay et al., 2020).

2https://github.com/AmericasNLP/americasnlp2021

Language Mono. es en
aym - Aymara 8,680 5,475 5,045
cni - Ashaninka 13,193 3,753
quy - Quechua 104,101 14,465
shp - Shipibo-Konibo 23,593 14,437
quz - Quechua Cusco 97,836 21,760

Table 1: Number of sentences in monolingual and par-
allel corpora aligned with Spanish (es) or English (en).
The latter are used for en→es translation and we only
noted non-duplicated sentences w.r.t. the *–es corpora.

Pre-processing The datasets were noisy and not
cleaned. Lines are reduced according to several
heuristics: Arabic numbers or punctuation do not
match in the parallel sentences, there are more sym-
bols or numbers than words in a sentence, the ra-
tio of words from one side is five times larger or
shorter than the other, among others. Table 5 in the
Appendix includes the original and cleaned data
size per language-pair, whereas Table 1 presents
the final sizes.

English-Spanish datasets We consider the Eu-
roParl (1.7M sentences) (Koehn, 2005) and the
NewsCommentary-v8 (174k sentences) corpora for
pre-training.

4 Methodology

4.1 Evaluation

The train data have been extracted from different
domains and sources, which are not necessarily the
same as the evaluation sets provided for the Shared
Task. Therefore, the official development set (995
sentences per language) is split into three parts:
25%-25%-50%. The first two parts are our custom
dev and devtest sets3. We add the 50% section to
the training set with a sampling distribution of 20%,
to reduce the domain gap in the training data. Like-
wise, we extract a sample of the training and double
the size of the development set. The mixed data in
the validation set is relevant, as it allows to evaluate
how the model fits with all the domains. We used
the same multi-text sentences for evaluation, and
avoid any overlapping of the Spanish side with the
training set, this is also important as we are going
to evaluate multilingual models. Evaluation for all
the models used BLEU (Papineni et al., 2002) and
chrF (Popović, 2015) metrics.

3We are also reporting the results on the official test sets
after the finalisation of the Shared Task.

https://github.com/AmericasNLP/americasnlp2021
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BLEU Aymara Ashaninka Quechua Shipibo-Konibo
→Spanish dev devtest test dev devtest test dev devtest test dev devtest test
(a) Multilingual 11.11 9.95 3.70 8.40 9.37 5.21 12.46 11.03 8.04 10.34 12.72 10.07
(b) Multi+BT 10.76 8.39 2.87 7.30 5.34 3.44 11.48 8.85 7.51 9.13 10.77 7.58
(c) Multi+BT[t] 10.72 8.42 2.86 7.45 5.69 3.15 11.37 10.02 7.12 8.81 10.73 7.18
(d) Pairwise 9.46 7.66 2.04 4.23 3.96 2.38 15.21 14.00 8.20 7.72 9.48 4.44
Spanish→ dev devtest test dev devtest test dev devtest test dev devtest test
(e) Multilingual 8.67 6.28 2.19 6.74 11.72 5.54 10.04 5.37 4.51 10.82 10.44 6.69
(f) Multi+BT 3.31 2.59 0.79 1.29 3.38 2.82 1.36 2.02 1.73 1.63 3.76 2.98
(g) Multi+BT[t] 10.55 6.54 2.31 7.36 13.17 5.40 10.77 5.29 4.23 11.98 11.12 7.45
(h) Pairwise 7.08 4.96 1.65 4.12 8.40 3.82 10.67 6.11 3.96 8.76 7.89 6.15

Table 2: BLEU scores for the dev and devtest custom partitions and the official test set, including all the multilin-
gual and pairwise MT systems into and from Spanish. BT = Back-translation. BT[t] = Tagged back-translation.

chrF Aymara Ashaninka Quechua Shipibo-Konibo
→Spanish dev devtest test dev devtest test dev devtest test dev devtest test
(a) Multilingual 31.73 28.82 22.01 26.78 26.82 22.27 32.92 32.99 29.45 31.41 33.49 31.26
(d) Pairwise 28.77 25.03 19.79 20.43 20.40 18.83 36.01 36.06 30.90 27.25 29.91 25.31
Spanish→ dev devtest test dev devtest test dev devtest test dev devtest test
(g) Multi+BT[t] 37.32 35.17 26.70 38.94 38.44 30.81 44.60 38.94 37.80 40.67 39.47 33.43
(h) Pairwise 28.89 28.23 21.13 32.55 32.29 27.10 45.77 39.68 36.86 34.97 34.96 27.09

Table 3: chrF scores for the dev and devtest custom partitions and the official test sets for the best multilingual
setting and the pairwise baseline in each direction.

4.2 Multilingual subword segmentation

Ortega et al. (2020b) used morphological infor-
mation, such as affixes, to guide the Byte-Pair-
Encoding (BPE) segmentation algorithm (Sennrich
et al., 2016b) for Quechua. However, their improve-
ment is not significant, and according to Bostrom
and Durrett (2020), BPE tends to oversplit roots
of infrequent words. They showed that a unigram
language model (Kudo, 2018) seems like a better
alternative to split affixes and preserve roots (in
English and Japanese).

To take advantage of the potential lexical sharing
of the languages (e.g. loanwords) and address the
polysynthetic nature of the indigenous languages,
we trained a unique multilingual segmentation
model by sampling all languages with a uniform
distribution. We used the unigram model imple-
mentation in SentencePiece (Kudo and Richardson,
2018) with a vocabulary size of 32,000.

4.3 Procedure

For the experiments, we used a Transformer-base
model (Vaswani et al., 2017) with the default
configuration in Marian NMT (Junczys-Dowmunt
et al., 2018). The steps are as follows:

Pre-training We pre-trained two MT models
with the Spanish–English language-pair in both
directions. We did not include an agglutinative

language like Finnish (Ortega et al., 2020b) for
two reasons: it is not a must to consider highly re-
lated languages for effective transfer learning (e.g.
English–German to English–Tamil (Bawden et al.,
2020)), and we wanted to translate the English side
of en–aym, en–quy and en–quz to augment their
correspondent Spanish-paired datasets. The en→es
and es→en models achieved 34.4 and 32.3 BLEU
points, respectively, in the newsdev2013 set.

Multilingual fine-tuning Using the pre-trained
en→es model, we fine-tuned the first multilingual
model many-to-Spanish. Following established
practices, we used a uniform sampling for all the
datasets (quz–es included) to avoid under-fitting
the low-resource language-pairs4. Results are in
Table 2, row (a). We replicated this to the es→many
direction (row (e)), using the es→en model.

Back-translation With model (a), we back-
translated (BT) the monolingual data of the in-
digenous languages and train models (b) and (f):
original plus BT data. However, the results with
BT data underperformed or did not converge. Po-
tential reasons are the noisy translation outputs of
model (a) and the larger amount of BT than human-
translated sentences for all languages, even though

4Temperature-based sampling or automatically learned
data scorers are more advanced strategies (Wang et al., 2020).
However, we left that analysis for further work.
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we sampled BT and human translations uniformly.

Tagged back-translation (BT[t]) To alleviate
the issue, we add a special tag for the BT data
(Caswell et al., 2019). With BT[t], we send a sig-
nal to the model that it is processing synthetic data,
and thus, it may not hurt the learning over the real
data. Table 2 (rows (c,g)) shows the results.

Pairwise baselines We obtained pairwise sys-
tems by fine-tuning the same pre-trained models
(without any back-translated data). For a straight-
forward comparison, they used the same multilin-
gual SentencePiece model.

5 Analysis and discussion

One of the most exciting outcomes is the deterio-
rated performance of the multilingual models using
BT data, as we usually expect that added back-
translated texts would benefit performance. Using
tags (BT[t]) to differentiate which data is synthetic
or not is only a simple step to address this issue;
however, there could be evaluated more informed
strategies for denoising or performing online data
selection (Wang et al., 2018).

Besides, in the translation into Spanish, the mul-
tilingual model without BT data outperforms the
rest models in all languages but Quechua, where the
pairwise system achieved the best translation accu-
racy. Quechua is the “highest”-resource language-
pair in the experiment, and its performance is de-
teriorated in the multilingual setting5. A similar
scenario is shown in the other translation direction
from Spanish, where the best multilingual setting
(+BT[t]) cannot overcome the es→quy model in
the devtest set.

Nevertheless, the gains for Aymara, Ashaninka
and Shipibo-Konibo are outstanding. Moreover,
we note that the models are not totally overfit-
ted to any of the evaluation sets. Exceptions are
es→aym and es→quy, with a significant perfor-
mance dropping from dev to devtest, meaning that
it started to overfit to the training data. How-
ever, for Spanish→Ashaninka, we observe that
the model achieved a better performance in the
devtest set. This is due to oversampling of the
same-domain dev partition for training (§4.1) and
the small original training set.

5In multilingual training, this behaviour is usually ob-
served, and other approaches, such as injecting adapter layers
(Bapna and Firat, 2019), might help to mitigate the issue. We
left the analysis for further work.

Stories (shp)
shp→es es→shp

full half ∆t full half ∆t
BestMulti 1.90 1.43 0 0.56 0.68 0
BestMulti+FT - 5.73 -1.66 - 5.82 -1.93

Magazine (quy)
quy→es es→quy

full half ∆t full half ∆t
Pairwise 2.96 2.32 0 2.17 1.59 0
Pairwise+FT - 9.14 -0.83 - 2.92 +0.78
Apertium 5.82 - -
Ortega et al. 0.70 - -

Table 4: Out-of-domain BLEU scores. Best model is
fine-tuned (+FT) with half of the dataset and evaluated
in the other half. ∆t = original test score variation.

Concerning the results on the official test set,
the performance is lower than the results with the
custom evaluation sets. The main potential reason
is that the official test is four times bigger than the
custom devtest, and therefore, offers more diversity
and challenge for the evaluation. Another point
to highlight is that the best result in the Spanish–
Quechua language-pair is obtained by a multilin-
gual model (the scores between the model (e) and
(g) are not significantly different) instead of the
pairwise baseline.

Decoding an indigenous language is still a chal-
lenging task, and the relatively low BLEU scores
cannot suggest a translation with proper adequacy
or fluency. However, BLEU works at the word-
level, and other character-level metrics should be
considered to better assess the highly agglutinative
nature of the languages. For reference, we also
report the chrF scores in Table 3 for the best mul-
tilingual setting and the pairwise baseline. As for
the Spanish decoding, fluency is preserved from
the English→Spanish pre-trained model6, but more
adequacy is needed.

6 Out-of-domain evaluation

It is relevant to assess out-of-domain capabilities,
but more important to evaluate whether the mod-
els are still capable to fine-tune without overfit-
ting. We use a small evaluation set for Quechua
(Kallpa, with 100 sentences), which contains sen-
tences extracted from a magazine (Ortega et al.,
2020b). Likewise, we introduce a new evaluation
set for Shipibo-Konibo (Kirika, 200 sentences),
which contains short traditional stories.

We tested our best model for each language-pair,
fine-tune it (+FT) with half of the out-of-domain

6This might be confirmed by a proper human evaluation



198

dataset, and evaluate it in the other half. To avoid
overfitting, we controlled cross-entropy loss and
considered very few updates for validation steps.
Results are shown in Table 3, where we observe
that it is possible to fine-tune the multilingual or
pairwise models to the new domains without loos-
ing too much performance in the original test.

The Quechua translations rapidly improved with
the fine-tuning step, and there is a small gain in the
original test for es→quy, although the scores are
relatively low in general. Nevertheless, our model
could outperform others (by extrapolation, we can
assume that the scores for the rule-based Apertium
system (Cavero and Madariaga, 2007) and Ortega
et al. (2020b)’s NMT system are similar in half of
the dataset).

For Shipibo-Konibo, we also observe some small
gains in both directions without hurting the previ-
ous performance, but the scores are far from being
robust. Kirika is challenging given its old style: the
translations are extracted from an old book written
by missionaries, and even when the spelling has
been modernised, there are differences in the use
of some auxiliary verbs for instance (extra words
that affect the evaluation metric)7.

7 Conclusion and future work

Peru is multilingual, ergo, its machine translation
should be too! We conclude that multilingual ma-
chine translation models can enhance the perfor-
mance in truly low-resource languages like Aymara,
Ashaninka and Shipibo-Konibo, in translation from
and into Spanish. For Quechua, even when the pair-
wise system performed better in this study, there is
a simple step to give a multilingual setting another
opportunity: to include a higher-resource language-
pair that may support the multilingual learning pro-
cess. This could be related in some aspect like mor-
phology (another agglutinative language) or the
discourse (domain). Other approaches focused on
more advanced sampling or adding specific layers
to restore the performance of the higher-resource
languages might be considered as well. Besides,
tagged back-translation allowed to take some ad-
vantage of the monolingual data; however, one of
the most critical following steps is to obtain a more
robust many-to-Spanish model to generate back-
translated data with more quality. Furthermore, to
address the multi-domain nature of these datasets,

7The dataset, with further analysis, is available at: https:
//github.com/aoncevay/mt-peru

we could use domain tags to send more signals to
the model and support further fine-tuning steps. Fi-
nally, after addressing the presented issues in this
study, and to enable zero-shot translation, we plan
to train the first many-to-many multilingual model
for indigenous languages spoken in Peru.
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Appendix

S (orig.) S (clean) % clean T /S (src) T /S (tgt) ratio T src/tgt
es-aym 6,453 5,475 -15.16% 19.27 13.37 1.44
es-cni 3,860 3,753 -2.77% 12.29 6.52 1.89
es-quy 128,583 104,101 -19.04% 14.2 8.17 1.74
es-shp 14,511 14,437 -0.51% 6.05 4.31 1.4
es-quz 130,757 97,836 -25.18% 15.23 8.62 1.77
en-quy 128,330 91,151 -28.97% 15.03 8.68 1.73
en-quz 144,867 100,126 -30.88% 14.84 8.42 1.76
en-aym 8,886 7,689 -13.47% 19.36 13.32 1.45

Table 5: Statistics and cleaning for all parallel corpora. We observe that the Shipibo-Konibo and Ashaninka corpora
are the least noisy ones. S = number of sentences, T = number of tokens. There are sentence alignment issues in
the Quechua datasets, which require a more specialised tool to address.


