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Abstract

Visual question answering (VQA) models, in
particular modular ones, are commonly trained
on large-scale datasets to achieve state of the
art performance. However, such datasets are
sometimes not available. Further, it has been
shown that training these models on small
datasets significantly reduces their accuracy.
In this paper, we propose a curriculum-based
learning (CL) regime to increase the accu-
racy of VQA models trained on small datasets.
Specifically, we offer three criteria to rank
the samples in these datasets, and propose a
training strategy for each criterion. Our re-
sults show that, for small datasets, our CL ap-
proach yields more accurate results than those
obtained when training with no curriculum.

1 Introduction

Visual question answering (VQA) models are com-
monly trained on large-scale datasets to achieve the
state of the art performance (Johnson et al., 2017a;
Antol et al., 2015; Hudson and Manning, 2019).
Modular VQA models, in particular, require large
data sets for training. These models dynamically
combine a number of neural networks according to
a pre-specified layout (Andreas et al., 2016; John-
son et al., 2017b; Yu et al., 2018) to form a new
larger network that produces an answer to an input
question. The layout, or program, is generated for
each question on the fly. As a consequence, the ar-
chitecture of the resulting network varies according
to the program.

Combining neural networks often leads to a wide
and deep network. Training such a large-sized net-
work with a varying architecture calls for a massive
amount of labeled data, which is either expensive
or very limited in many realistic settings. With in-
sufficient data, a large and complex network can
perform unsuccessfully. An example of this is our

experience in training the VQA model by John-
son et al. (2017b) with only 20% of the CLEVR
dataset (Johnson et al., 2017a). Our results showed
only 54.24% accuracy compared to the accuracy
of 96.90% on the full dataset according to the au-
thors’ report (Johnson et al., 2017b). Motivated by
this experience, the work presented in this paper
studies VQA in low data scenarios, and sheds light
on the performance of current modular VQA mod-
els under data scarcity conditions. To the best of
our knowledge, this is the first study to investigate
VQA models in low-data regime.

Many approaches have been investigated to
improve the performance of deep learning mod-
els when training on limited data, ranging from
data augmentations (Zhang et al., 2019) and pre-
training (Erhan et al., 2010) to semi-supervised
learning (Kingma et al., 2014) and transfer learn-
ing (Raina et al., 2007). However, these works
mostly deal with the scarcity of labeled data by
assuming help from available unlabeled data, or
by transferring knowledge from similar domains.
Unlike them, our goal is to train a modular VQA
model from scratch by using only a small amount
of labeled data without using any other resources.

Specifically, we take the CL approach to tackle
the problem of VQA models’ low performance un-
der low data conditions. Curriculum learning (Ben-
gio et al., 2009) was introduced as a method to
supervise the order in which data examples are ex-
posed to the model. Our hope is to maximize the
usage of training samples by performing supervi-
sion on the order of training data that are fed into
the model.

The underlying idea of CL is to start learning
from easy examples, and gradually consider harder
ones, rather than using examples in a random se-
quence. To rank training examples from easy to
hard, CL must define the concepts of easy and hard
examples. Such a ranking is a key challenge in CL.



Many of the ranking criteria introduced in the CL
literature are problem-specific heuristics (Liu et al.,
2018) or automated measures based on model per-
formance (Hacohen and Weinshall, 2019). In this
paper, we propose and analyze the performance
of three ranking criteria: (1) a length-based cri-
terion, which considers longer questions as more
complex than shorter questions, and ranks the ex-
amples in increasing order of their program length;
(2) a criterion based on an answer hierarchy, which
organizes all possible answers from coarse to fine;
and (3) a criterion that relies on model loss for de-
ciding about the hardness level of the examples and
ranking them accordingly.

In addition to the ranking heuristics, in §5, we
propose a CL training strategy for each criterion.
We also argue that under CL training in low data
regimes, a model is very susceptible to overfitting
and poor generalization. Employing a regularizer
is crucially important to prevent the model from
becoming over-confident on the training data. We
demonstrate that the proposed training strategies,
when coupled with L2-norm regularization, lead to
a significant improvement in performance, in some
cases over 30% increase in accuracy.

We apply our approach to the model proposed
by Johnson et al. (2017b) as a modular VQA model.
The model originally consists of two main compo-
nents: (1) a program generator that takes a question
and generates a program; and (2) an execution en-
gine that combines neural modules according to
the program in order to create a network to produce
an answer from the input image. Johnson et al.
(2017b) demonstrate that the program generator
can produce acceptable programs by training only
on a small fraction of all possible programs (< 4%).
Thus, we focus on training the execution engine in
a low-data setting and use ground-truth programs
as input to the execution engine. To simulate a
low data regime, we use four randomly chosen
small subsets of the CLEVR dataset (Johnson et al.,
2017a) for training. Our results show that our CL
approach yields more accurate results than those
obtained when training with no curriculum.

2 Background

Visual question answering is the task of infer-
ring the answer by reasoning on the input question
and image. Most of the current approaches map
question-image pairs into a cross-modal common
embedding space. A question is usually treated

holistically in such approaches, thus the reasoning
process is hard to explain (Tan and Bansal, 2019;
Lu et al., 2019; Selvaraju et al., 2020).

In contrast, modular approaches perform visual
reasoning by semantically parsing the question and
generating a reasoning chain called a program (An-
dreas et al., 2016; Johnson et al., 2017b). The
program shows the reasoning steps required for
answering the question as a layout for the mod-
ules. The algorithm then combines the modules
according to the program. Modules are small neu-
ral networks treated as single-task functions that
are combined into a larger network to accomplish
a complex job. The resulting network is executed
on the input image to predict the answer.

Modular approaches naturally have a strong po-
tential for interpretability. Hu et al. (2018) showed
human evaluators can more clearly understand their
modular VQA model compared to a non-modular
model (Hudson and Manning, 2018). Thus, we are
interested in studying modular models.

Similar to other VQA models, modular ap-
proaches call for a large amount of annotated data
for both the semantic parser (program generator)
and the executor. This issue has led to recent stud-
ies on sample efficient training strategies, ranging
from multi-task learning (Hu et al., 2018) and ac-
tive learning (Misra et al., 2018) to disentangling
reasoning from vision and language understand-
ing (Yi et al., 2018). For instance, Misra et al.
(2018) propose an agent that, instead of operating
on the training set, interactively learns by asking
questions. Regarding the simulated low data setting
in our work, efficient use of training data becomes
extremely important. We employ curriculum learn-
ing in §4 and §5 as a method of making the best
use of limited available data where a model can
establish its understanding on simple concepts and
gradually develop it by seeing harder examples
over training.

3 VQA Model

In a VQA task, a model receives as input a pair
(x,q) of image x and a question g about the image.
The model learns to select an answer a € A to the
questions from a set .A of possible answers.

The VQA model (Johnson et al., 2017b) includes
two main components: a program generator G and
an execution engine £. The program generator
predicts a program p to address a question g. The
execution engine combines the modules according
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Figure 1: Accuracy of vanilla training of the execu-
tion engine on CLEVR val where trained on different-
sized random subsets of the CLEVR train set.

to the program, and executes the obtained network
on the image to produce an answer.

Johnson et al. (2017b) train the model using a
semi-supervised learning approach. They demon-
strate that the program generator can produce ac-
ceptable programs while training on only a small
fraction of possible programs (< 4%). To evaluate
&’s performance in a low data regime, we con-
ducted a number of vanilla supervised training ex-
periments with decreasing sized training sets. Note
that we use ground truth program and image pairs
as the input to £ in all experiments. Figure 1 shows
the best accuracy of each experiment on CLEVR’s
validation set while the execution engine is trained
on a subset of the CLEVR’s train set e.g., 50%
(See Figure 2 for some examples of the CLEVR
dataset). The results verify execution engine’s poor
performance on the small sized training subsets.

4 Curriculum Heuristics for VQA

Studies introduce various heuristics for measuring
the hardness of examples. Some heuristics define
hardness based on human judgment, in the sense
that an example can be challenging for a machine
if a human finds it difficult. Such criteria take fea-
tures of examples into consideration such as word
frequency and sentence length for texts (Spitkovsky
et al., 2010; Platanios et al., 2019; Liu et al., 2018)
and shape complexity for images (Bengio et al.,
2009; Duan et al., 2020). The ordering of exam-
ples provided by these heuristics is task-dependent
and does not change during training. In contrast,
more general criteria determine the ordering of ex-
amples by incorporating the machine’s response,
e.g., a teacher network supervises the learning pro-
cess (Hacohen and Weinshall, 2019) or the progress
of a model is taken into account (Kumar et al.,
2010; Sachan and Xing, 2016; Zhou et al., 2021).
In this study, we explore the heuristics described in
the rest of this section.

4.1 Curriculum by program length

An intuitive measure of hardness for a VQA task
is based on question length i.e., longer questions
are more complex to be understood and answered
than shorter ones. This assumption has its root in
the observation that a longer question generally in-
volves understanding a larger number of objects
and relations. We consider the length of the pro-
gram corresponding to a question as an indicator
of question length.

Under the program length curriculum, the net-
work is fed with easy-to-hard ranked examples
starting from shorter programs and gradually in-
creasing programs’ length.

4.2 Curriculum by answer hierarchy

Investigating the learning process of £ while train-
ing with IID data batching, we hypothesized the
model implicit curriculum to be as follows: the
model quickly learns to correctly predict the type
of the answers, e.g., color, size or digit. However,
the more distinct values each type includes, the
longer it takes for the model to distinguish them.
For instance, the model needs a longer time to dis-
tinguish between eight different color values com-
pared to large and small as the values of size. We
also assume that the model struggles to identify
visual features that are hard to detect, regardless
of the number of distinct values, e.g., whether the
material of an object is metal or rubber.

Motivated by the above observations, we define
another measure based on a hand-crafted answer hi-
erarchy in order to shift the focus from questions to
answers. The higher level in the hierarchy includes
a coarser categorization of each answer type, and
the answer types are vertically extended downward
to finer classes of types. In other words, the direct
link between an answer type and its values is inter-
leaved with intermediate levels of abstraction, e.g.,
digit at a lower level is divided into three groups,
such as ’0’, ’I’ and many. This classification splits
into finer groups toward the bottom of the path.
The details of the hierarchy are given in Appendix
A of the supplementary material.

4.3 Curriculum by hard examples

The intuition of this heuristic is to focus training on
the hard examples where the learner does not per-
form well and consequently the loss is high. The
notion of hardness is considered dynamic, as a hard
problem tends to be deemed easier while it is be-



Easy Q: There is an object
that is both right of the yellow
rubber object and behind the

large brown thing; what is its

color? A: cyan

(A) Easy Question

Medium Q: What number
of large objects are cyan metal-
lic spheres or yellow spheres?

A:0

(B) Medium Question

Hard Q: What size is the
metal block right of the brown
metal thing right of the blue
thing in front of the small blue

rubber thing? A: large
(C) Hard Question

Figure 2: Examples of easy, medium and hard questions according to their H scores. The proposed heuristics do
not always agree. According to the length-based heuristic, example A is harder than example B.

Hardness Epoch
1 10 25 50 75 98
Easy 090 0.81 1.16 093 1.16 1.12

Medium 5.49
Hard 11.78

1.87 231 140 133 1.27
3,57 1.74 1.10 0.94 1.40

Table 1: Hardness scores at different epochs. The hard-
ness scores decrease as training progresses.

ing understood. Following Zhou et al. (2020), we
employ a dynamic hardness criterion based on the
running average of instantaneous hardness, which
is defined as the loss difference between two con-
secutive training iterations.

Let (x;,p;) be the ith image-program pair as
a training example with the ground truth answer
a;. The instantaneous hardness () of (x;,p;) at
time-step t is defined as follows:

re(i) = [€e(ai—E(xi, piywe)) —Le—1(ai —E(Xi, pi; wt—l()1))|
where ¢ represents training epochs.

The hardness score of an example is obtained by
recursively computing a running average over in-
stantaneous hardness, which reflects the dynamics
of hardness,

where v € [0,1] is a discount factor, and S; C
{(x1,p1), ---, (XN, pnN)} is a subset of the training
set selected at each training step according to a sam-
pling strategy. We employ the strategy of Johnson
et al. (2017b), which uses a probability function
based on the hardness score H. This function fa-

vors harder examples so long as the probability of
selecting easy examples is not zero.

Once a sample is used to train the model, its H
score becomes small and it stays low relative to the
other samples. Thus samples’ H score converges
during training and remains consistent. This gives
the unselected samples a higher chance to be se-
lected by the sampling function in the future steps.
Figure 2 shows three samples with low, medium
and high H scores (denoted as easy, medium and
hard questions) at the first iteration and Table 1 lists
their corresponding H scores during training. It is
clear that the H score is decreasing over training
until convergence.

5 Curriculum Learning for VQA

We describe now our training procedure. A generic
curriculum learning requires a model M and a train-
ing dataset D as inputs. It also requires the exis-
tence of a hardness criterion /V, a curriculum sched-
uler E, a selection function L, and a performance
measure P.

According to traditional curriculum learning, at
every training iteration, the scheduler E decides
when to update the curriculum. Curriculum learn-
ing is applied on top of the conventional training
loop in machine learning. The output of each train-
ing loop is usually the model’s performance mea-
sure, which may be used by the scheduling function
L to specify the appropriate moment for modify-
ing the curriculum. The scheduler can also decide
merely based on the number of training iterations.
A curriculum update typically includes re-ranking
training examples according to the hardness cri-
terion V. In the next step, the algorithm selects



Algorithm 1 Scheduled Training with Curriculum

1: &: execution engine

2: {(xi,pi, a;) }i=1: training examples

3: ~: € [0, 1], discount factor for reducing subset size
4: T': number of iterations

5: Tp: number of warm-starting iterations

6: procedure HEMTRAINING

7: fort € {1,...,T} do

8: if t < T, then > Phasel: Warm-starting
9: St = [n]

10: else D> Phase2: Hard example mining
11: fori € {1,...,n} do

13: end for

14: Normalise(p;)

15: St «+—sample k¢ district elements from Categorical(p)

16: wiwy 1+ (Vm 2ies, e(aiag(phxi;wt—l)))
17: end if

18: Compute 74 (%) for i € St using Eq. (1)

19: Update Hy41(i) using Eq.(2)

20: kiy1 < v X ke

21: end for

22: end procedure

a subset D* of the training set D, which will be
used by the model in the next round of training.
The selection function S F’ can utilize different ap-
proaches, e.g., weighting (Liang et al., 2016; Zhou
et al., 2020), sampling (Zhou et al., 2021) or batch-
ing (Yong Jae Lee and Grauman, 2011).

Training by length-based curriculum. We de-
sign a CL training strategy for the length-based
curriculum by equipping the CL training with a
batching method as the selection function and a
linear paced scheduler. The scheduler controls the
curriculum update at a linear pace, i.e., a hyper-
parameter specifies the number of iterations for
learning a curriculum.

Training by answer hierarchy curriculum.
Our proposed training algorithm for the answer hi-
erarchy curriculum takes advantage of a simple self-
paced scheduler based on the model performance.
Specifically, the scheduler updates the curriculum
where the normalized difference of accuracy be-
tween two consecutive iterations goes higher than
a predefined threshold.

Training by hard examples curriculum. This
training strategy suggests training the model in two
phases. The first phase is a warm-up phase, where
the model sweeps all training examples. The next
phase is curriculum training, where the model ranks
the examples according to their hardness and learns
a selected subset of them.

Algorithm 1 summarizes our training approach.

To encourage diversity, we add a submodular opti-
mization C to the hardness score in line 12, which
is inspired by Zhou and Bilmes (2018). Since this
can be any submodular function, we choose a func-
tion based on the similarity between examples,

max Z Hy(7) + A\ C(Sh) 3)

1ES

where C(S;) = 3, icq, wi,; and w; ; represents
the similarity between example ¢ and j. The pref-
erence for diversity can be controlled by A\;. We
gradually reduce it during training to further focus
learning on hard examples. The input to C'is a
representation of a data point that can be a fusion
of both text and image modalities. For this, we use
the output of the model’s penultimate layer as the
representations of the examples.

Instead of deterministically choosing the top
k samples based on H, we randomly select the
examples for the next round of training with the
probability p: ; o< f(H¢—1(i)) where f(.) is a non-
decreasing function, similar to Zhou et al. (2020).
This probability function favors hard examples,
yet selecting easy ones is possible. At early train-
ing, when the H scores are poorly estimated, f(.)
should encourage exploration, and move toward
more exploitation as training progresses and H es-
timation is becoming more accurate. We balanced
the trade off between exploration and exploitation
using the upper confidence bandit (UCB) algorithm,
similar to Auer et al. (2003) and Zhou et al. (2020),

f(i,t) = Normalized [Ht(z) + cy/log T/Nt(i)}

where T is the number of iterations, and N;(7) is
the number of times that the ith sample has been
selected prior to time step ¢. UCB controls the de-
gree of exploration by the hyper-parameter ¢ which
we set as 0.001 in our implementation.

5.1 Improved Curriculum Learning

The idea of learning the answers in a non-random
ordering as what happens in CL has been shown to
be helpful for the learning process in many cases.
However, this idea has one essential deficiency. It
focuses on a particular subset of questions early
and is not exposed to a diverse set of questions.
When a new question arrives, the algorithm strug-
gles to adjust to it, as the learned representations fit
the previous questions. This problem exacerbates
in low data settings. Many studies highlight the



importance of selecting a diverse set of examples
as a solution to this issue (Sachan and Xing, 2016;
Zhou and Bilmes, 2018), and the CL algorithm gen-
erally benefits from diversity in training examples.
However, as confirmed by our experiments (§6.4),
it does not prevent the model from overfitting. We,
therefore, explore the effect of other techniques of
regularizing such as dropout and L2-norm.

6 Experiment

We use our implementation of the execution engine
model (Johnson et al., 2017b). A vanilla training
of the model posts the lowest threshold of the per-
formance in our setting. We also implemented and
compared the three heuristics for the hardness cri-
terion: program length (§4.1), answer hierarchy
(§4.2) and hard example (§4.3). The length-based
curriculum can be seen as a baseline to the answer
hierarchy criterion, while both of them play the
role of baseline for the hard example curriculum.
We do not compare with the state of the art, because
the goal of our paper is to study VQA in a low-data
regime, and to the best of our knowledge, there
is no other work that conducts similar research.
Thus, we focus on improving the performance of
our baseline models.

We assessed our baselines under the following
conditions: ¢) No-Reg when no regularizer is ap-
plied. iz) Dropout when we apply dropout tech-
nique to the final linear layer (classification layer)
in £. 4ii) L2-norm when L2-norm regularizer is
applied as a weight decay to the optimizer.

6.1 Dataset

We evaluate our approach on the CLEVR
dataset (Johnson et al., 2017a), which provides
a training set with 70k images, ~ 700k (x,q, a)
tuples and 32 answer classes. To simulate a low-
data regime, we randomly sample four subsets of
different sizes from CLEVR train. The size of
the subsets are 5%, 10%, 15% and 20% of the
full t rainset, which contain 35k, 70k, 105k, and
140k (x,q, a) tuples respectively. We call these
subsets s-CLEVR,,, where p denotes the percent-
age of the subset size wrt train,e.g., sS-CLEVR 5
refers to the subset of size 15% of train. As
CLEVR train and CLEVR val(the evaluation
set) have similar answer distributions, to perform
a fair comparison, it is important that the sampled
subsets also have similar answer distributions. Our
evaluation is conducted on the va1split, which con-
tains ~ 150k questions and 15k unique images.

6.2 Baselines

No-CL is used as the vanilla baseline where the
execution engine is trained with an IID sampling
on s-CLEVR subsets without any curriculum. In
other words, the model sees all examples in the
training set at every iteration.

Length-CL follows a linear paced scheduler when
training the execution engineunder the length-based
curriculum (4.1).

AnswerH-CL makes use of a self-paced sched-
uler based performance measurement and the an-
swer hierarchy curriculum (4.2). The curriculum
updates if the changes in normalized accuracy be-
tween two consecutive iterations are higher than a
pre-specified threshold. A batching function selects
the sampled for every training iteration.
HardEx-CL uses the hard example heuristic 4.3
as the criterion of ranking data and follows the al-
gorithm 1 for training. Unless stated otherwise, we
use HEM-CL in all ablation analysis experiments.

6.3 Implementation Details

The execution engine uses the images features
from conv4 of ResNet-101 (He et al., 2016) pre-
trained on ImageNet (Deng et al., 2009). We use
Adam (Kingma, 2015) with a fixed learning rate of
1e4 to optimize the first three baselines and a cyclic
cosine annealing learning-rate schedule to optimize
HEM-CL. In the case of the experiments that use
L2-norm, a weight decay of 5e — 4 is added to the
ADAM optimizer. We also use dropout = 0.5 for
some experiments.

6.4 Results and Discussion

Curriculum heuristics’ effect. 'We evaluate the
impact of our proposed training strategies with the
three heuristics by looking at their performance on
CLEVR valin Table 2 while training on s-CLEVR
subsets. As the table shows, using the length-
based curriculum yields poor accuracy almost in
all cases of s-CLEVR training subsets with and
without regularization. An explanation for this
could be overfitting. As mentioned, overfitting is a
serious challenge in low data training.

According to our analysis, there is a high chance
for the model to overfit some modules because they
are more likely to appear in the first positions of a
program. Figure 3 depicts the frequency of mod-
ules’ appearance in various positions of programs
in about 28k programs. These modules are com-
monly related to an anchor object in a question,



Method No-Reg Drop-out L2-norm
5% 10% 15% 20% | 5% 10% 15% 20% | 5% 10% 15%  20%
No-CL 4691 4877 49.68 51.25 | 46.94 48.36 49.67 4992 | 46.71 50.25 5220 54.34
Length-CL 46.55 46.67 47.83 48.12 | 46.68 47.33 47.61 47.71 | 47.89 49.65 50.98 51.50
AnswerH-CL | 47.42 48.59 49.73 51.65 | 47.43 47.73 48.60 50.24 | 48.62 49.03 48.70 48.95
HardEx-CL 4793 50.04 5197 53.14 | 48.80 49.94 51.69 56.29 | 4895 5149 5327 87.62+1.3
Table 2: The execution engine accuracy (%) on CLEVR valwhen training on s-CLEVRj5, s-CLEVR;g,

s-CLEVR;5 and s-CLEVRgo with three different choices of curriculum. The length-based (Length-CL) and
answer hierarchy (AnswerH) curriculum does not improve the performance while hard example (HardEx-CL)
outperforms the vanilla baseline (No-CL) in all experiments.

where other objects are described by their relation
to this object, e.g., the yellow thing is the anchor in
the question “What is the size of cube to the right
of the yellow thing”. To identify the cube and de-
termine its size, one must find the yellow thing, and
attend to the objects on its left side. Since objects
are normally described by attributes such as color,
size and material, attribute-related modules tend to
appear at the beginning of a program.

Ranking programs by their length makes the
model focus on a limited number of modules dur-
ing early training, which increases the chance of
overfitting. The model thus struggles with learn-
ing other modules when they appear later in longer
programs. According to the results, dropout and
L2 regularizations do not effectively prevent over-
fitting where the curriculum forces the model to
over-concentrate on such structural biases in data.

Answer hierarchy curriculum makes a
marginal improvement on some subsets partic-
ularly s-CLEVR;. Hard example curriculum
produces impressive results, improving the
baselines in all cases. The result verifies the
effectiveness of emphasizing hard examples in
low data regimes where due to the limited size of
data and its large capacity, a deep network tends
to memorize easy data points without actually
learning a pattern. Forcing the model to focus
on hard examples induces a form of implicit
regularization.  Additionally, the self-pacing
feature of the curriculum allows the algorithm to
update the curriculum based on its progress.

Table 2 also shows that HardEx-CL method
does not produce the best accuracy per se. Regard-
ing that the table reports the average results, it is
noteworthy to mention that the best accuracy we
achieved in the case of HardEx-CL is 88.83 score
in accuracy where the weights are uniformly ini-
tialized and L2-norm is used for regularization. In
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Figure 3: Frequency of modules appearance in differ-
ent positions of programs. Some modules are more
likely to appear at the first positions.

fact, the regularization causes a huge rise in accu-
racy. The next paragraphs look into the reasons
that our regularization choice effectively boosts the
HardEx-CL approach.

Regularization impact. To investigate the im-
pact of different regularizers we conducted abla-
tion studies by applying L.1-norm in addition to L2
and drop-out regularization. Table 3 shows that in
contrast to dropout and L1-norm, using L2 regular-
ization results in improved performance in almost
all experiments. To investigate the role of L2 regu-
larization in CL training, we conducted an ablation
experiment on the selected examples in HardEx-
CL algorithm with and without L2-norm. First, we
record the hardness measures of selected examples
at every epoch Hy(i) and split the range of mea-
sures into three categories, easy, medium and hard.
The population distribution of examples by their
hardness measure has a long tail. This long tail
is excluded from the splitting and categorized as
very hard. We then calculate the proportion of each
category in the selected examples at 100 epochs as
plotted in Figure 4.

These plots provide insight into the behavior of
L2 regularization. Specifically, we observe that ex-
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Epoch
A: Easy

Epoch
B: Medium

Epoch
C: Hard

Epoch
D: Very hard

Figure 4: The proportion of different hardness categories in selected examples at 100 epoch in case of with and
without L2 regularization. The regularization prevents forgetting by forcing the algorithm to incorporate more easy

samples in the training set.

No-Reg | Drop-out | L1-norm | L2-norm
No-CL | 51.25 49.92 45.12 54.34
CL 53.14 56.29 46.79 86.65

Table 3: The impact of different regularizer on HardEX-
CL accuracy when training on s-CLEVR.

cept for the easy category, the proportion of exam-
ples from other categories is higher for all epochs.
It can be explained by the fact that HardEx-CL
algorithm draws model attention to hard examples
during training. As the model is learning the exam-
ples, their corresponding hardness measure is de-
creasing so that they finally are learned and consid-
ered as easy. Without using L2 regularization the
model overly focuses on learning hard examples
and as a consequence forgets the learned patterns of
easy examples. L2-norm protects the model from
forgetting such patterns by incorporating in loss
and forcing the sampling function to also samples
more from easy category.

Accuracy
g

—— HardEx-CL on 30%

HardEx-CL on 25%
——— HardEx-CL on 20%
—— HardEx-CL on 15%

o 20 40 60 80 100 120

Epoch

Figure 5: The accuracy of HardEx-CL algorithm on
CLEVR valwhere execution engine weights is uni-
formly initialized and trained on s-CLEVR 5 20,25 30.

Why is there a jump in the accuracy of HardEx-
CL with L2 regularization when training on
s-CLEVRy,? Looking closely at the learning
curve of vanilla training in Figure 1 reveals that the
execution engine performance experiences a jump

using training subsets larger than 20%. Different
shapes of learning curves are defined in learning
theory (Ebbinghaus, 1913; Bills, 1934). The S-
curve that we can see here is the idealized general
form of learning where the learner slowly accumu-
lates small steps at first followed by a steep up stage
with larger steps and the smaller steps successively
occur to level off the curve. Due to lack of data, we
do not see this performance gap when training on
s-CLEVR5_99. L2 regularization, however, stim-
ulates the jump to happen earlier in HardEx-CL.
To investigate it further, we run HardEx-CL with
four training subsets of different sizes including
15%, 20%, 25% and 30% and report the accuracy
on CLEVR valin Figure 5. All settings are similar
to HardEx-CL with L2-norm in Table 2 except the
weights are uniformly initialized. From these exper-
iments, we observe the jump in the training set for
even s-CLEVR;5 other than larger subsets. This
shows the tipping point in the training can accrue
earlier depending on the algorithm and settings.

7 Conclusion

This paper studied VQA in low data settings and
shed light on the low performance of VQA models
under the data scarcity condition. To improve the
performance, we propose three curriculum learn-
ing approaches based on length, answer hierarchy,
and hard examples. We also stressed the prob-
lem of overfitting and poor generalization that be-
comes crucially important in the absence of suffi-
cient data. We explored the effect of using gener-
alization techniques on a models’ performance in
low data regimes. Our results show that the pro-
posed CL algorithms outperform the baseline in
many cases while fail in some others. However, the
algorithms when coupled with L2 regularization
lead to improvements.
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Supplementary Material

We describe more key implementation details of
our work in the ensuing sections.

Appendix A: Curriculum by answer
hierarchy

As mentioned in §4.2, the answer hierarchy, shown
in Figure 6, classifies the answers at different hierar-
chical levels. Specifically, we defined intermediate
levels between answer types and their values. The
intermediate levels are employed as the higher level
pseudo answers to the questions. According to the
curriculum, the algorithm maps the true answer to
the higher levels pseudo answers in order to grad-
ually guide the predicted answers from a coarse
level to a more specific one. When the scheduler
decides to update the curriculum, several nodes are
expanded to the next level, i.e., the model is ex-
posed to the finer level of an answer type. We do
not force the curriculum to simultaneously expand
all of the nodes that are at a similar level of the
hierarchy. Instead, we assign a number to every
node that determines the expansion time in terms
of curriculum update round. Specifically, a node is
expanded when the count of the curriculum update
is matched with its assigned number. For instance,
the node ‘size’ is expanded to its children ‘small’
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and ‘large’ in the second round of curriculum up-
date if number 2 is assigned to the node “size’. This
provides a degree of freedom for the algorithm to
gradually learn the answers. Although we statically
specify these numbers in our algorithm, they can
be implemented as learnable parameters, which we
leave to future work. Learning expansion times
helps the model move the curriculum further at its
pace.
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Figure 6: A schematic view of the answer hierarchy used as the base of a curriculum.



