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Abstract

When tackling a task in a given domain, it has
been shown that adapting a model to the do-
main using raw text data before training on the
supervised task improves performance versus
solely training on the task. The downside is
that a lot of domain data is required and if we
want to tackle tasks in » domains, we require
n models each adapted on domain data before
task learning. Storing and using these mod-
els separately can be prohibitive for low-end
devices. In this paper we show that domain
adaptation can be generalised to cover multi-
ple domains. Specifically, a single model can
be trained across various domains at the same
time with minimal drop in performance, even
when we use less data and resources. Thus, in-
stead of training multiple models, we can train
a single multidomain model saving on compu-
tational resources and training time.

1 Introduction

Domain adaptation in the form of training on unla-
beled data has been prevalent in recent work (Riet-
zler et al., 2020; Han and Eisenstein, 2019). When
given a task 7" in domain D, it is useful to adapt
our model on raw text data pertinent to D before
supervised training on the labeled data of 7T'.

Unfortunately, domain adaptation is expensive
and costly. So even though results do get better,
there needs to be a balance between use of compu-
tational resources and model performance.

Accentuating the issue is the rising dominance
of increasingly larger models (Devlin et al., 2019;
Brown et al., 2020). These large models require
a lot of data and computational resources to train.
Not only have these resources been prohibitive for
smaller labs, but the environmental impact of train-
ing such large models cannot be understated either
(Strubell et al., 2019; Lacoste et al., 2019).

There is therefore a need to build models that
can tackle tasks across multiple domains, much in
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the same way multilingual models are able to oper-
ate across multiple languages. These multidomain
models, to be useful, need to exhibit performance
comparable to models adapted to a single domain.
Then, these models can be trained and deployed
with reduced computational costs.

In this paper we explore such multidomain mod-
els. We compare multidomain DistilBERT (Sanh
et al., 2019) models with single-domain Distil-
BERT models'. In our analysis, we test the mul-
tidomain model on tasks from multiple domains
(including MultiNLI), we examine how important
adaptation order is for performance and we show
that training on the domains jointly or sequentially
does not impact effectiveness. We also reproduce
findings in Rietzler et al. (2020), where the authors
showed that pretraining on an irrelevant domain is
not beneficial. Finally, we show that much like mul-
tilingual BERT, multidomain models can be used
for better performance in low-resource domains,
with the low-resource domain leveraging the larger
pretrained model.

2 Related Work

It has been shown empirically that domain adap-
tation improves model performance (Gururangan
et al., 2020). Specifically, the authors experimented
on RoBERTa (Liu et al., 2019) and eight tasks
ranging across four domains (computer science
and biomedical papers, reviews and news). Per-
formance increased when adapting to a domain
pertinent to the domain of the task, compared to
when the two domains were not as related.

Work has also been done to alleviate the environ-
mental impact of training larger models. In Poerner
et al. (2020), an inexpensive method was proposed
for domain adaptation, which can be performed on

!Code and instructions for data acquisition are available at
https://github.com/antmarakis/multidomain_green_nlp.
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a CPU and significantly reduces training cost.
Finally, MobileBERT is a downsized BERT
model with around 4 times fewer parameters (Sun
et al., 2020) than the original BERT-base model.
There is a need to fit larger models in low-capacity
machines, with MobileBERT and our work being a
step in that direction, alongside other work in the
pruning area (Sanh et al., 2020; Zhao et al., 2020).

3 Data

3.1 Raw Text Domain Data

In Gururangan et al. (2020), the authors showed
that adaptation using domain data improves per-
formance on a downstream task. In our work, we
trained two types of models, single-domain models
(one for each domain) and a multidomain model.
All models were pretrained from scratch.

For the single-domain models, we used around
4GBs of each dataset, adapting DistilBERT on
each domain for 1 epoch. This resulted in four
distinct models. For our multidomain model, we
adapted our model successively on all domains, us-
ing around half of the available data (approximately
2GBs from each domain) for 1 epoch as well.

The datasets we used for adaptation are: Ama-
zon (He and McAuley, 2016), Arxiv (Cohan et al.,
2018), Realnews (Zellers et al., 2019), CS (Lo et al.,
2020) and Reddit Comments (Volske et al., 2017).

The original datasets were truncated for our ex-
periments, using approximately only the first 4GBs
of text. For the Amazon dataset, which contains
reviews across multiple products (eg. books, mu-
sic, clothing), we took care to balance data across
all categories, by sampling at random n=50,000
reviews from products with more reviews than n.

3.2 Supervised Task Data

Models were evaluated on eight supervised clas-
sification tasks in total, spanning four domains.
An overview and description of the tasks can be
found in Appendix A. Each model was trained
on each task separately. For most of the datasets,
train/dev/test splits are already provided. Where
such splits are not available, we randomly sam-
ple 60/20/20 sets from the original data for
train/dev/test splits respectively.

4 Training

The training of our models is broken up in two
steps: domain adaptation and supervised task learn-
ing. Furthermore, we have two setups for our ex-

periments: a) perform domain adaptation on four
models in parallel and then train them on each indi-
vidual task, and b) perform domain adaptation on
a single model for all domains successively before
task learning.

We also perform ablation studies on irrelevant
and low-resource domain adaptation, domain adap-
tation order and finally investigate whether joint
instead of sequential adaptation performs better.

4.1 Domain Adaptation

In our experiments we used DistilBERT (Sanh
et al., 2019). DistilBERT is a lightweight BERT-
based model that showcases performance remark-
ably close to BERT, with around 40% fewer pa-
rameters. Training was performed on a publicly
available® pretrained model.

First, we perform domain adaptation on each of
the four domains separately. This results in four
distinct models, each adapted to a different domain.
Hyperparameters can be found in Appendix B. We
also train a single model successively on all four
domains, resulting in a multidomain model. All
possible domain adaptation orders were compared
and for our comparisons we chose the order with
the worst overall performance, which is Amazon
— Reddit Comments — Realnews — Arxiv (Am-
RC-R-Ar). Further details on order comparison can
be found in 5.4.

4.2 Supervised Task Learning

After the domain adaptation phase, the single-
domain and multidomain models were trained on
the training data of each task. Training took place
over 1 or 2 epochs, trying to keep training time
approximately equal across all tasks. Namely, all
tasks required 1 epoch to train, except the ACL-
ARC and HyperPartisan tasks, for which the mod-
els were trained for 2 epochs. More details on the
hyperparameters are available in Appendix C.

5 Results

5.1 Base vs. Single-domain vs. Multidomain

Evaluation took place across eight tasks, covering
all four domains. As an added experiment, we
also evaluated on the MultiNLI dataset (Williams
et al., 2018). MultiNLI is a dataset for textual
entailment consisting of sentence pairs spanning
multiple genres. We made three runs over each task
and averaged the results, shown in Table 1.
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Note that the multidomain model used here (Am-
RC-R-Ar) comes from the lowest-performing do-
main adaptation order. We chose it to illustrate
that even in the worst case scenario, there is still a
substantial improvement over the base model. On
average, the gains are even larger (Section 5.4).

Base Single Multi

ACL-ARC 68.003 | 74.11.5 | 70.591
SciCite 84.9¢ 3 86.00.3 86.1¢.2
SARC 75.301 | 78.60.6 | 76.1p3
TalkDown 86.10.7 86.50.1 86.10,7
HyperPartisan | 78.99s | 81.42,0 | 80.51.4
AG-News 94.001 | 94.101 | 94.30.1
IMDB 86.30.1 | 87.20.2 | 86.701
Clothing 68.992 | 69.8¢.3 | 69.303

| MultiNLI | 77.004 | 7785, | 79.10.3 |
| Average | 797 | 81.7 | 811 |

Table 1: Accuracy in percentage for task/model com-
binations. Standard deviation is shown in subscript
(based on three runs). With Base we denote the original
model, with Single the model trained on the correspond-
ing domain and with Multi the multidomain model. For
the Single model, we show the best accuracy out of all
the models in MNLI.

When adapting DistilBERT to a single domain,
performance is greater compared to the base model.
When adapting to all domains, performance still
increases, although by less on average. The average
increase from base DistilBERT to single-domain
DistilBERT is 2.0, whereas the multidomain model
shows an improvement of 1.4 over the respective
base model.

Overall, performance increases across tasks
when adapting to all domains and in some cases the
multidomain model is better than the single-domain
model. Also, performance never drops for the mul-
tidomain model which, in the worst cases, still
achieves marginally higher accuracy than the base
model. At the same time, on MultiNLI the mul-
tidomain model scores higher than both base and
all single-domain models, showcasing its domain-
agnostic capabilities.

It is thus shown that multidomain models pro-
vide a boost in most tasks while never hindering
performance in any task. They do so while requir-
ing less data; from the 16GBs needed to train the
four single models (4GBs for each domain), we
only require 8 GBs (2GBs for each domain) to train
the multidomain model with comparable results.

5.2 Low-resource Domains

One of the advantages of multilingual models is
that low-resource languages can leverage the multi-
lingual model. A model is trained on multiple lan-
guages before the low-resource language is added.
The resulting model performs better than a model
trained only on the low-resource language.

We examine whether this holds true for mul-
tidomain models as well. For this experiment, we
include the biomedical domain by further adapt-
ing our multidomain model to the Pubmed (Lo
et al., 2020) dataset. Namely, we experiment with
10MB, 100MB and 500MB Pubmed datasets added
to Am-RC-R-Ar. After pretraining on each of the
new, smaller Pubmed sets, we test our models on
ChemProt (Kringelum J, 2016) and Pubmed-RCT
(Dernoncourt and Lee, 2017). As a baseline, we
pretrain DistilBERT on solely the Pubmed datasets.
We also evaluate how the original multidomain
model does without any biomedical data. Finally,
we examine if training on the low-resource domain
has a catastrophic effect on the previously learned
domains. Results are shown in Table 2.

Due to differences in dataset sizes, care was
taken to keep training times approximately equal
for all setups. For Pub-500, we trained for 1 epoch.
For Pub-100 we trained for 5 epochs and for Pub-
10 we trained for 50 epochs.

When pretraining only on Pubmed, the amount
of training data used does not have an impact on
performance. All of Pub-10/100/500 perform simi-
larly. Performance on ChemProt is higher than the
multidomain model by around 0.6, while on the
rest of the tasks accuracy is not as high.

If we further adapt the multidomain model to the
Pubmed sets, we get a larger improvement over the
original multidomain model, not only on the tasks
in the biomedical domain, but over all examined
tasks. In ChemProt, the improvement is around 2.4
over the original multidomain model and around
1.0 over the single-domain Pubmed models. For
the rest of the tasks we see marginal improvements
across the board and on average the new multido-
main model (Am-RC-R-Ar-P) performs the best out
of all models.

Results here indicate that performance is im-
proved when continuously adapting to a low-
resource domain than simply pretraining a model
on it, regardless of domain data size. In fact, per-
formance improves overall, possibly because of the
increased amount of training data.



Multi | Pub-10 | Pub-100 | Pub-500 | +Pub-10 | +Pub-100 | +Pub-500
ACL-ARC 70.59.1 | 68.717 | 68.514 68.52.0 70.71.2 70.71.8 71.01.7
SciCite 86.1¢.2 85.70.2 85.90.3 85.50.9 86.1¢.2 86.3¢.3 86.2¢.9
SARC 76.10.3 | 75.202 | 75.202 75.70.1 76.1¢.3 76.1¢.3 76.10.2
TalkDown 86.10.7 86.00_5 85.90_4 86.00_5 86.10.3 86.20.4 86.10,4
HyperPartisan 80.51‘4 78.81,2 79.02,3 78.81,3 80.51.8 80.52_0 80.61,6
AG-News 94.30,1 94.00,1 94.10,1 94.00,1 94.30,1 94.30'1 94.30.1
IMDB 86.70.1 | 86.40.1 | 86.30.1 86.30.1 86.70.1 86.80.1 86.70.1
Clothing 69.30.3 66.70.4 67.20.5 66.90.3 69.50_4 69-30,4 69.40.3
ChemProt 77-00‘6 78.30.1 78.51.1 78.30.2 79-20,1 79.40.5 79.60,4
Pubmed-RCT 86-40.1 86.40.1 86.40.1 86.40.1 86.40.0 86.50.1 86.40.1
MultiNLI 79.193 | 76.993 | 77.1p3 77.10.3 79.20.4 79.70.5 79.30.3
| Average | 811 [ 80.3 80.4 803 | 813 | 814 81.5 |

Table 2: Comparison of a) our main multidomain model (Multi), b) models pretrained solely on Pubmed (Pub-
10/100/500), and c) models after continued adaptation to Pubmed (+Pub-10/100/500).

5.3 Adaptation to Irrelevant Domain

To establish whether the multidomain model is in-
deed benefiting from exposure to multiple domains,
or whether this is a case where more data means
better modeling, we train a model on solely Ama-
zon using as much data as the total amount of data
in the main multidomain model (roughly 8GBs).
We show that this model performs worse than the
multidomain model (Appendix D). Thus, it is the
use of multiple domains that is beneficial in this
setting and not strictly the amount of data.

5.4 Domain Adaptation Order

Experiments were conducted to determine how
much domain adaptation order affects performance.
In our main comparisons, the domain order was
Amazon — Reddit Comments — Realnews — Arxiv
(Am-RC-R-Ar). Here we examine the accuracy of
the rest of the possible adaptation orders.

The average performance of all orders across
the given tasks is 81.4, with a minimum of 81.1
and a maximum of 81.7, whereas base DistilBERT
scores an average of 79.3. In the worst case, there
is still an improvement of 1.8, while on average we
see an improvement of 2.1 over the base model.

In general, performance didn’t fluctuate substan-
tially between different orders. A plausible assump-
tion is that the last adapted domain would have a
large effect on performance, especially on tasks
in that domain. This is not the case though; there
seems to be no correlation between last adapted
domain and task accuracy. Extensive results are
presented in Appendix F.

5.5 Joint Domain Adaptation

So far we have only the case where we continuously
adapt to domains in succession. After Domain A,
we adapt to Domain B, then C, etc. What happens
when we adapt on all domains at the same time?
When training sequentially, it is plausible that a
later domain will overpower an earlier one. Maybe
this will be mitigated by training on all domains
jointly. For this experiment, domain datasets are
merged into the same training set via the following
scheme: the first batch is comprised of Domain A
samples, the second batch of Domain B and so on.
We observe that performance remained unchanged.
We showcase this experiment in Appendix E.

6 Conclusion

In this work we show that domain adaptation can be
extended to multiple domains. These multidomain
models are able to tackle tasks across various do-
mains with minimal performance drop compared to
single-domain models, while using fewer resources
and reducing our carbon footprint.

In addition, based on Zhao et al. (2020), we
can use several finetuned instances of a multido-
main model for a number of tasks, with negligible
increase in memory usage. So our multidomain
models are also beneficial on low-resource devices.

Finally, we show that adapting to multiple do-
mains always provides a performance increase and
that tasks in low-resource domains receive a boost
from multidomain models.
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A Task Data Overview

In ACL-ARC (Jurgens et al., 2018), the task is to
classify citation intent in excerpts from ACL papers.
SciCite (Cohan et al., 2019) is also a citation in-
tent classification task, covering multiple scientific
domains. HyperPartisan (Kiesel et al., 2019) is a
news dataset, where given an article the task is to
predict whether it is hyperpartisan (ie. one-sided)
or not. In AG-News (Zhang et al., 2015), we need
to predict one of four possible news topics given
the article text. In IMDB (Maas et al., 2011) and
Clothing Reviews (Brooks, 2018), given a review
text the corresponding rating must be inferred. In
SARC (Khodak et al., 2018), we are tasked with
identifying whether a Reddit comment contains
sarcasm or not. TalkDown (Wang and Potts, 2019)
presents Reddit comment pairs and we are tasked
with identifying if the reply is condescending to
the original comment. PubMed-RCT (Dernoncourt
and Lee, 2017) is a dataset containing sentences
from biomedical paper abstracts alongside their
role in the abstract (for example, ‘background’, ‘re-
sult’), while for ChemProt (Kringelum J, 2016)
we are tasked with identifying relations between
proteins and chemicals.

B Domain Adaptation Hyperparameters

For domain adaptation, hyperparameters are the
same for both setups (single-domain and multido-
main), across all domains. Minimal hyperparame-
ter tuning was performed, with the main goal being
to keep training as computationally efficient as pos-
sible. Batch size and sequence length were set to 32
and the learning rate to 1e-5. Models were trained
for a single epoch. The multidomain model was
therefore trained for 4 epochs in total, one for each
domain.

C Supervised Task Learning
Hyperparameters

Apart from the difference in epochs and the num-
ber of classifier neurons, all other hyperparameters
are the same for all models during supervised task
learning. Learning rate was kept at 4e-5, as sug-
gested in Devlin et al. (2019). Maximum sequence
length was set to 128 while we used 32 batches
for training and testing. All hyperparameters were
selected upon evaluation on the development sets.

D Irrelevant Domain Adaptation Results

Results for adaptation to an irrelevant domain. In
this case, DistilBert is pretrained entirely on Ama-
zon (8GBs). As in Gururangan et al. (2020), we
find that when adapting to an irrelevant domain,
performance does not increase.

Multi | Amazon

ACL-ARC 70.52.1 | 68.213
SciCite 86.1p.2 | 85.1p3
SARC 76.10.3 75.30.2
TalkDown 86.10.7 | 86.1g.5
HyperPartisan | 80.51.4 | 79.31.1
AG-News 94.30_1 94.10.1
IMDB 86-70.1 86.70_1
Clothing 69.30.3 69.5¢.1
ChemProt 77.006 | 7T7.40.8
Pubmed-RCT | 86.4g.1 | 86.1¢p1

| MuliNLI | 79.103 | 77203 |

’ Average ‘ 81.1 ‘ 80.4 ‘

Table 3: Comparison between our main model (Multi)
and a model pretrained entirely on Amazon data.

E Joint Domain Adaptation Results

Here we compare results between sequential (Am-
RC-R-Ar) and joint domain adaptation. Results
remain similar, showing that there is no substantial
difference between the two adaptation methods.

Sequential | Joint

ACL-ARC 70.59.1 72.61.9
SciCite 86.1p.2 86.50.2
SARC 76.1¢.3 76.00.2
TalkDown 86.10‘7 86.00.6
HyperPartisan 80.51 4 80.91 .2
AG-News 94.3¢.1 94.20.1
IMDB 86.7¢0.1 86.70.1
Clothing 69.30.3 69.4¢ .2
ChemProt 77.00.6 77.90.7
Pubmed-RCT 86.40'1 86.40'1
| MuliNLI | 79103 [ 79.20.3 |
’ Average ‘ 81.1 ‘ 81.4 ‘

Table 4: Comparison of sequential and joint models.

F Domain Adaptation Order Results

Results for adaptation order experiments are given
in Tables 5, 6, 7 and 8 (alphabetical order).



Am-Ar-R-RC | Am-Ar-RC-R | Am-R-Ar-RC | Am-R-RC-Ar | Am-RC-Ar-R | Am-RC-R-Ar
ACL-ARC 74.11 2 71.02.4 72.73.0 75.10.3 72.72.1 70.51.0
SciCite 86.0043 86.3041 85.7045 85.9()‘3 85.50_2 86.1042
SARC 75.90.1 76.20.1 76.00.3 75.90.2 75.70.3 76.10.1
TalkDown 86.405 86.11,2 85.90,6 86.11,0 85.90,7 86.10_6
HyperPartisan 80.12‘5 78.40‘7 80.53‘3 81.61,3 81,31,4 80.51‘7
AG-NCWS 94,20‘2 94,40‘1 94,30‘1 94.20_0 94.50,1 94.3041
IMDB 86.50.1 86.60.1 86.70.1 86.60.1 86.60.2 86.70.1
Clothing 69.20.2 69.40.4 69.40.4 69.20.1 69.50.3 69.30.4
ChemProt 78.20(3 77.70(3 77.50(5 77.7(]‘8 77.705 77.00_3
Pubmed-RCT 86.40_1 86.40_0 86.5041 86.50,1 86.40,1 86.40_1
l MultiNLI [ 79.30.2 [ 79.10.3 [ 79.30.3 [ 79.20.1 [ 79.30.3 [ 79.1¢.2
l Average [ 81.5 [ 81.1 [ 81.3 [ 81.6 [ 81.4 [ 81.1
Table 5: Domain adaptation order comparison - Orders commencing with Amazon.
Ar-Am-R-RC | Ar-Am-RC-R | Ar-R-Am-RC | Ar-R-RC-Am | Ar-RC-Am-R | Ar-RC-R-Am
ACL-ARC 72.90.7 70.51.2 72.91 5 71.216 74.81.8 72.41 .4
SciCite 86.10.1 86.50.5 85.80.2 85.90.4 86.10.2 86.20.3
SARC 75.90.3 76.20.2 76.10.1 75.80.4 76.10.2 76.00.3
TalkDown 86.30_3 86.30_3 85.90_8 86.70_3 85.90_9 86.20_7
HyperPartisan 81.55.1 82.11 5 82.715 80.31.9 78.518 79.32.3
AG-News 94.40,2 94.30,1 94.20,2 94.30,2 94.40,1 94.30,1
IMDB 86.60.2 86.40.0 86.60.1 86.60.2 86.60.2 86.70.2
Clothing 69.60.3 69.30.2 69.50.5 69.70.4 69.30.2 69.50.2
ChemProt 77.70.3 78.30.4 77.70.8 78.90.4 78.30.7 77412
Pubmed-RCT 86.50.1 86.40.1 86.50.1 86.50.1 86.50.1 86.50.0
[ MulGiNLI | 78905 | 79405 | 7202 | 7305 | 79405 | 79004
[ Average | 81.5 [ 81.4 [ 81.6 [ 81.4 [ 81.5 [ 81.2
Table 6: Domain adaptation order comparison - Orders commencing with Arxiv.
R-Am-Ar-RC | R-Am-RC-Ar | R-Ar-Am-RC | R-Ar-RC-Am | R-RC-Am-Ar | R-RC-Ar-Am
ACL-ARC 74.81.7 72.41 3 70.72.4 72.29.9 73.13.2 72.71.2
SciCite 85.80_4 85.60,4 86.20_1 86.00_3 85.90_4 86.30_2
SARC 76.40.3 76.30.2 75.90.3 75.90.3 76.10.1 75.80.4
TalkDown 86.30.2 86.40.1 86.40.7 85.90.4 86.70.4 85.80.9
HyperPartisan 81.52.1 83.52.9 80.41 2 80.61.3 81.03.1 81.318
AG-NCWS 94.20‘1 94.201 94.40_1 94.20_1 94.30‘1 94.40,1
IMDB 86.70.0 86.70.1 86.40.2 86.60.0 86.60.1 86.71.5
Clothing 69.70_2 69.20,2 69.60,1 68.80,6 69.20_3 68.80,3
ChemProt 77.80.8 77110 77.90.9 77.90.8 79.01.9 79.00.3
Pubmed-RCT 86.50.1 86.40.1 86.50.1 86.50.1 86.50.1 86.40.0
l MultiNLI [ 79.10.1 [ 79.20.2 [ 79.10.2 [ 79.40.3 [ 79.00.4 [ 78.80.2
l Average [ 81.7 [ 81.6 [ 81.2 [ 81.3 [ 81.6 [ 81.5
Table 7: Domain adaptation order comparison - Orders commencing with Realnews.
RC-Am-Ar-R | RC-Am-R-Ar | RC-Ar-Am-R | RC-Ar-R-Am | RC-R-Am-Ar | RC-R-Ar-Am
ACL-ARC 70.71.2 72.92.5 72.01.0 71.03.4 76.02.1 74.31.2
SCiCite 86.50‘1 86.40,2 85.90,3 86.20,2 86.0042 86.00,3
SARC 76.20.2 75.90.3 76.30.1 75.90.3 76.10.3 76.30.3
TalkDown 86.10_5 86.6(]‘3 85.910 86.7()‘8 86.00_5 86.1(]‘4
HyperPartisan 82.32‘0 82.11,6 80.92,3 80.60,9 81.21,3 78.81,4
AG-News 94.10‘1 94.20,1 94.10,1 94.40,1 94.40‘1 94.30_2
IMDB 86.60.2 86.70.2 86.71.5 86.71.5 86.71.5 86.4¢.2
Clothing 69.50‘4 69.90,5 69.30,7 69.50,4 69.1041 69.10,4
ChemProt 79.2044 78.3(]‘6 78.603 78.709 77.90,5 78.009
Pubmed-RCT 86.50_1 86.4()‘1 86.5()‘1 86.5()‘1 86.40_1 86.4()‘1
l MultiNLI [ 79.20.4 [ 79.30.1 [ 79.30.2 [ 79.10.2 [ 79.00.4 [ 78.90.3
[ Average ] 81.5 [ 81.7 [ 81.4 [ 81.4 [ 81.7 [ 81.3

Table 8: Domain adaptation order comparison - Orders commencing with Reddit Comments.




