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Abstract

Decipherment of historical ciphers is a chal-
lenging problem. The language of the tar-
get plaintext might be unknown, and cipher-
text can have a lot of noise. State-of-the-art
decipherment methods use beam search and
a neural language model to score candidate
plaintext hypotheses for a given cipher, as-
suming the plaintext language is known. We
propose an end-to-end multilingual model for
solving simple substitution ciphers. We test
our model on synthetic and real historical ci-
phers and show that our proposed method can
decipher text without explicit language identi-
fication while still being robust to noise.

1 Introduction

Libraries and archives have many enciphered doc-
uments from the early modern period. Example
documents include encrypted letters, diplomatic
correspondences, and books from secret societies
(Figure 1). Previous work has made historical ci-
pher collections available for researchers (Petters-
son and Megyesi, 2019; Megyesi et al., 2020). De-
cipherment of classical ciphers is an essential step
to reveal the contents of those historical documents.

In this work, we focus on solving 1:1 substitu-
tion ciphers. Current state-of-the-art methods use
beam search and a neural language model to score
candidate plaintext hypotheses for a given cipher
(Kambhatla et al., 2018). However, this approach
assumes that the target plaintext language is known.
Other work that both identifies language and deci-
phers relies on a brute-force guess-and-check strat-
egy (Knight et al., 2006; Hauer and Kondrak, 2016).
We ask: Can we build an end-to-end model that
deciphers directly without relying on a separate
language ID step?

The contributions of our work are:

* We propose an end-to-end multilingual de-
cipherment model that can solve 1:1 substi-

tution ciphers without explicit plaintext lan-
guage identification, which we demonstrate
on ciphers of 14 different languages.

* We conduct extensive testing of the proposed
method in different realistic decipherment
conditions; different cipher lengths, no-space
ciphers, and ciphers with noise, and demon-
strate that our model is robust to these condi-
tions.

* We apply our model on synthetic ciphers as
well as on the Borg cipher, a real historical
cipher.! We show that our multilingual model
can crack the Borg cipher using the first 256
characters of the cipher.

2 The Decipherment Problem

Decipherment conditions vary from one cipher to
another. For example, some cleartext might be
found along with the encrypted text, which gives a
hint to the plaintext language of the cipher. In other
cases, called known-plaintext attacks, some de-
coded material is found, which can be exploited to
crack the rest of the encoded script. However, in a
ciphertext-only attack, the focus of this paper, the
cryptanalyst only has access to the ciphertext. This
means that the encipherment method, the plaintext
language, and the key are all unknown.

In this paper, we focus on solving 1:1 substitu-
tion ciphers. We follow Nuhn et al. (2013) and
Kambhatla et al. (2018) and use machine transla-
tion notation to formulate our problem. We denote
the ciphertext as f{¥ = f... fj--. fn and the
plaintext as e}/ 2

In a 1:1 substitution cipher, plaintext is en-
crypted into a ciphertext by replacing each plain-
text character with a unique substitute according

—€1...€...€e)f

'nttps://cl.lingfil.uu.se/~bea/borg/

2Unless there is noise or space restoration, N = M see
Sections 5.4 and 5.2.
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Figure 1: Historical cipher examples.

to a substitution table called the key. For example:
the plaintext word “doors” would be enciphered to
“KFFML” using the substitution table:

Cipher | Plain
K d
F 0
M r
L S

The decipherment goal is to recover the plaintext
given the ciphertext.

3 Decipherment Model

Inspired by character-level neural machine transla-
tion (NMT), we view decipherment as a sequence-
to-sequence translation task. The motivation be-
hind using a sequence-to-sequence model is:

* The model can be trained on multilingual data
(Gao et al., 2020), making it potentially possi-
ble to obtain end-to-end multilingual decipher-
ment without relying on a separate language
ID step.

* Due to transcription challenges of historical ci-
phers (Section 5.4), ciphertext could be noisy.
We would like the model to have the ability
to recover from that noise by inserting, delet-
ing, or substituting characters while generat-
ing plaintext. Sequence-to-sequence models
seem to be good candidates for this task.

*https://cl.lingfil.uu.se/~bea/
copiale/

3.1 Decipherment as a Sequence-to-Sequence
Translation Problem

To cast decipherment as a supervised translation
task, we need training data, i.e. pairs of < ffV , e{\/[ >
to train on. We can create this data using randomly
generated substitution keys (Figure 2a). We can
then train a character-based sequence-to-sequence
decipherment model and evaluate it on held-out
text which is also encrypted with (different) ran-
domly generated substitution keys. However, if
we attempt this experiment using the Transformer
model described in Section 3.3, we get abysmal
results (see Section 5.1 for scoring details).

Increasing the amount of training data won’t
help; there are 26! ~ 4 x 1025 possible keys for En-
glish ciphers, and even if every key is represented,
most of the training data will still be encoded with
keys that are not used to encode the test data. In
fact, since each training example uses a different
key, we cannot assume that a character type has any
particular meaning. The fundamental assumption
behind embeddings is therefore broken. In the next
section, we describe one way to overcome these
challenges.

3.2 Frequency Analysis

To address the aforementioned challenges, we em-
ploy a commonly used technique in cryptanalysis
called frequency analysis. Frequency analysis is
attributed to the great polymath, Al-Kindi (801-
873 C.E.) (Dooley, 2013). This technique has been
used in previous decipherment work (Hauer and
Kondrak, 2016; Kambhatla et al., 2018). It is based
on the fact that in a given text, letters and letter
combinations (n-grams) appear in varying frequen-
cies, and that the character frequency distribution
is roughly preserved in any sample drawn from a
given language. So, in different pairs of <f, e{” >,
we expect the frequency distribution of characters
to be similar.

To encode that information, we re-map each ci-
phertext character to a value based on its frequency
rank (Figure 2b). This way, we convert any cipher-
text to a “frequency-encoded” cipher. Intuitively,
by frequency encoding, we are reducing the number
of possible substitution keys (assuming frequency
rank is roughly preserved across all ciphers from
a given language). This is only an approximation,
but it helps restore the assumption that there is a
coherent connection between a symbol and its type

[TPRL)

embedding. For example, if the letters “e” and
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mcuso_nts_hloin_iskicg...

xmhj_frwn_jcpnjaej_mt...

—{ Transformer

szu_wuywdj_hyabjg_zbh...

cover_the_first_season...
—» some_hard_evidence_of...

the_season_making_him...

(a) Input: Example ciphers encoded in random keys. Output: Plaintext in target language.

1951504 _.380_109413_102156...

cover_the_first_season...

102121_6385_1184517171_213... — | Transformer

270_.601643_161138310_7816...

(b) Input: Example ciphers encoded according to frequency ranks in descending order. Output: Plaintext in target language.

Figure 2: Decipherment as a sequence-to-sequence translation problem. (a) shows the original ciphers being fed

to the model. (b) shows the same ciphers after frequency encoding.

are the most frequent characters in English, then in
any 1:1 substitution cipher, they will be encoded as
“0” or “1” instead of a randomly chosen character.

3.3 The Transformer

We follow the character-based NMT approach
in Gao et al. (2020) and use the Transformer
model (Vaswani et al., 2017) for our decipher-
ment problem. The Transformer is an attention-
based encoder-decoder model that has been widely
used in the NLP community to achieve state-of-
the-art performance on many sequence modeling
tasks. We use the standard Transformer architec-
ture, which consists of six encoder layers and six
decoder layers as described in Gao et al. (2020).

4 Data

For training, we create 1:1 substitution ciphers for
14 languages using random keys. For English, we
use English Gigaword (Parker et al., 2011). We
scrape historical text from Project Gutenberg for 13
other languages, namely: Catalan, Danish, Dutch,
Finnish, French, German, Hungarian, Italian, Latin,
Norwegian, Portuguese, Spanish, and Swedish.*
Table 1 summarizes our datasets. Following previ-
ous literature (Nuhn et al., 2013; Aldarrab, 2017;
Kambhatla et al., 2018), we lowercase all charac-
ters and remove all non-alphabetic and non-space
symbols. We make sure ciphers do not end in the
middle of a word. We strip accents for languages
other than English.

S Experimental Evaluation

To make our experiments comparable to previous
work (Nuhn et al., 2013; Kambhatla et al., 2018),

*Our dataset is available at https://github.com/
NadaAldarrab/s2s-decipherment

L » some_hard_evidence_of...

the_season_making_him...

Language Words Characters
Catalan 915,595 4,953,516
Danish 2,077,929 11,205,300
Dutch 30,350,145 177,835,527
Finnish 22,784,172 168,886,663
French 39,400,587 226,310,827
German 3,273,602 20,927,065
Hungarian 497,402 3,145,451
Italian 4,587,027 27,786,754
Latin 1,375,804 8,740,808
Norwegian 706,435 3,673,895
Portuguese 10,841,171 62,735,255
Spanish 20,165,731 114,663,957
Swedish 3,008,680 16,993,146

Table 1: Summary of data sets obtained from Project
Gutenberg.

we create test ciphers from the English Wikipedia
article about History.> We use this text to create ci-
phers of length 16, 32, 64, 128, and 256 characters.
We generate 50 ciphers for each length. We follow
the same pre-processing steps to create training
data.

We carry out four sets of experiments to
study the effect of cipher length, space encipher-
ment/removal, unknown plaintext language, and
transcription noise. Finally, we test our models on
a real historical cipher, whose plaintext language
was not known until recently.

As an evaluation metric, we follow previous lit-
erature (Kambhatla et al., 2018) and use Symbol
Error Rate (SER). SER is the fraction of incorrect
symbols in the deciphered text. For space restora-
tion experiments (Section 5.2), we use Translation
Edit Rate (TER) (Snover et al., 2006), but on the

Shttps://en.wikipedia.org/wiki/History
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character level. We define character-level TER as:

# of edits
TER = 1
# of reference characters 0

where possible edits include the insertion, deletion,
and substitution of single characters. When the
ciphertext and plaintext have equal lengths, SER is
equal to TER.

We use FAIRSEQ to train our models (Ott et al.,
2019). We mostly use the same hyperparameters
as Gao et al. (2020) for character NMT, except that
we set the maximum batch size to 10K tokens and
use half precision floating point computation for
faster training. The model has about 44M param-
eters. Training on a Tesla V100 GPU takes about
110 minutes per epoch. We train for 20 epochs.
Decoding takes about 400 character tokens/s. We
use a beam size of 100. Unless otherwise stated,
we use 2M example ciphers to train, 3K ciphers for
tuning, and 50 ciphers for testing in all experiments.
We report the average SER on the 50 test ciphers
of each experiment.

5.1 Cipher Length

We first experiment with ciphers of length 256 us-
ing the approach described in Section 3.1 (i.e. we
train a Transformer model on pairs of <f{, e>
without frequency encoding). As expected, the
model is not able to crack the 50 test ciphers, re-
sulting in an SER of 71.75%. For the rest of the
experiments in this paper, we use the frequency
encoding method described in Section 3.2.

Short ciphers are more challenging than longer
ones. Following previous literature, we report re-
sults on different cipher lengths using our method.
Table 2 shows decipherment results on ciphers of
length 16, 32, 64, 128, and 256. For the 256 length
ciphers, we use the aforementioned 2M train and
3K development splits. For ciphers shorter than
256 characters, we increase the number of exam-
ples such that the total number of characters re-
mains nearly constant, at about 512M characters.
We experiment with training five different models
(one for each length) and training a single model
on ciphers of mixed lengths. In the latter case, we
also use approx. 512M characters, divided equally
among different lengths. The results in Table 2
show that our model achieves comparable results
to the state-of-the-art model of Kambhatla et al.
(2018) on longer ciphers, including perfect deci-
pherment for ciphers of length 256. The table also

shows that our method is more accurate than Kamb-
hatla et al. (2018) for shorter, more difficult ciphers
of lengths 16 and 32. In addition, our method pro-
vides the ability to train on multilingual data, which
we use to attack ciphers with an unknown plaintext
language as described in Section 5.3.

5.2 No-Space Ciphers

The inclusion of white space between words makes
decipherment easier because word boundaries can
give a strong clue to the cryptanalyst. In many
historical ciphers, however, spaces are hidden. For
example, in the Copiale cipher (Figure 1a), spaces
are enciphered with special symbols just like other
alphabetic characters (Knight et al., 2011). In other
ciphers, spaces might be omitted from the plain text
before enciphering, as was done in the Zodiac-408
cipher (Nuhn et al., 2013). We test our method in
four scenarios:

1. Ciphers with spaces (comparable to Kamb-
hatla et al. (2018)).

2. Ciphers with enciphered spaces. In this case,
we treat space like other cipher characters dur-
ing frequency encoding as described in Sec-
tion 3.2.

3. No-space ciphers. We omit spaces in both
(source and target) sides.

4. No-space ciphers with space recovery. We
omit spaces from source but keep them on the
target side. The goal here is to train the model
to restore spaces along with the decipherment.

Table 3 shows results for each of the four scenar-
ios on ciphers of length 256. During decoding, we
force the model to generate tokens to match source
length. Results show that the method is robust to
both enciphered and omitted spaces. In scenario 4,
where the model is expected to generate spaces and
thus the output length differs from the input length,
we limit the output to exactly 256 characters, but
we allow the model freedom to insert spaces where
it sees fit. The model generates spaces in accurate
positions overall, leading to a TER of 1.88%.

5.3 Unknown Plaintext Language

While combing through libraries and archives, re-
searchers have found many ciphers that are not ac-
companied with any cleartext or keys, leaving the
plaintext language of the cipher unknown (Megyesi
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Cipher Length

16 32 64 128 256
Beam NLM
(Kambhatla et al., 2018) 26.80 5.80 0.07 0.01 0.00
Beam (NLM + FreqMatch)
(Kambhatla et al., 2018) 31.00 290 0.07 0.02 0.00
Transformer + Freq + separate models (this work) 20.62 1.44 041 0.02 0.00
Transformer + Freq + single model (this work) 19.38 244 1.22 0.02 0.00

Table 2: SER (%) for solving 1:1 substitution ciphers of various lengths using our decipherment method.

Cipher Type TER(%)
Ciphers with spaces 0.00
Ciphers with enciphered spaces 0.00
No-space ciphers 0.77
No-space ciphers + generate spaces 1.88

Table 3: TER (%) for solving 1:1 substitution ciphers
of length 256 with different spacing conditions.

et al., 2020). To solve that problem, we train a
single multilingual model on the 14 different lan-
guages described in Section 4. We train on a total
of 2.1M random ciphers of length 256 (divided
equally among all languages). We report results as
the number of training languages increases while
keeping the total number of 2.1M training exam-
ples fixed (Table 4). Increasing the number of lan-
guages negatively affects performance, as we ex-
pected. However, our experiments show that the
14-language model is still able to decipher 700
total test ciphers with an average SER of 0.68%.
Since we are testing on 256-character ciphers, this
translates to no more than two errors per cipher on
average.

5.4 Transcription Noise

Real historical ciphers can have a lot of noise. This
noise can come from the natural degradation of his-
torical documents, human mistakes during a man-
ual transcription process, or misspelled words by
the author, as in the Zodiac-408 cipher. Noise can
also come from automatically transcribing histor-
ical ciphers using Optical Character Recognition
(OCR) techniques (Yin et al., 2019). It is thus cru-
cial to have a robust decipherment model that can
still crack ciphers despite the noise.

Hauer et al. (2014) test their proposed method
on noisy ciphers created by randomly corrupting
loga(IN) of the ciphertext characters. However,
automatic transcription of historical documents is

very challenging and can introduce more types of
noise, including the addition and deletion of some
characters during character segmentation (Yin et al.,
2019). We test our model on three types of random
noise: insertion, deletion, and substitution. We
experiment with different noise percentages for
ciphers of length 256 (Table 5). We report the
results of training (and testing) on ciphers with only
substitution noise and ciphers that have all three
types of noise (divided equally). We experimentally
find that training the models with 10% noise gives
the best overall accuracy, and we use those models
to get the results in Table 5. Our method is able to
decipher with up to 84% accuracy on ciphers with
20% of random insertion, deletion, and substitution
noise. Figure 3 shows an example output for a
cipher with 15% noise. The model recovers most
of the errors, resulting in a TER of 5.86%. One of
the most challenging noise scenarios, for example,
is the deletion of the last two characters from the
word “its.” The model output the word “i,” which
is a valid English word. Of course, the more noise
there is, the harder it is for the model to recover
due to error accumulation.

5.5 The Borg Cipher

The Borg cipher is a 400-page book digitized by
the Biblioteca Apostolica Vaticana (Figure 1b).5
The first page of the book is written in Arabic
script, while the rest of the book is enciphered us-
ing astrological symbols. The Borg cipher was first
automatically cracked by Aldarrab (2017) using
the noisy-channel framework described in Knight
et al. (2006). The plaintext language of the book
is Latin. The deciphered book reveals pharmaco-
logical knowledge and other information about that
time.

We train a Latin model on 1M ciphers and use

®http://digi.vatlib.it/view/MSS_Borg.
lat.898.
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#lang ca da nl en fi fr de hu it la no pt es sv | avg
3 - - - 0.04 - 023 - - - - - - 039 -1 0.29
7 - - - 0.08 - 034 030 - 123 138 - 048 0.40 -1 0.60
14 034 129 079 025 020 020 041 064 152 143 041 0.69 0.72 0.70 | 0.68

Table 4: SER (%) for solving 1:1 substitution ciphers using a multilingual model trained on a different number of
languages. Each language is evaluated on 50 test ciphers generated with random keys.

Source

321111264150_16016_d20129i52431_23 _d15036_2s22_ 1811609
9_21_6130_14i71934541023i13100_75_8d55011036_1021410
211 _238_05501061 10 _134167s5423s6_2917i18_8016260_613
0.32614d0_s35_d 4167 d 17_s538_4d d _14105s093011_1617

_8i5411014114s2319_s2130_1s1114s2417_75_613i210_84110412

9430_21_2173_038_43_s5610s14s12_238_1d_2_18d17_7i20519

_12117154845s219_120111120dd 10d4 150

Target

narrative_best_explains_an_event_as_well_as_the_signific
ance_of_different_causes_and_effects historians_also_de
bate_the_nature_of_history _and_its _usefulness_by_disc
ussing_the_study_of_the_discipline_as_an_end_in_itself_a
nd_as_a_way_of_providing_perspectiv e

Output

narrative_best_explains_an_event_as_well_as_the_signific
ance_of_different_causes_and_effective _historians_also_
debate_the_nature_of_visitors _and_i _usefulness_by_d
iscussing_the_study_of_the_discipline_as_an_end_in_itsel
f_and_as_a_way_of_providing_perspectiv

Figure 3: Example system output for a cipher with 15% random noise (shown in red). Substitutions, insertions,
and deletions are denoted by letters s, i, and d, respectively. The system recovered 34/40 errors (TER is 5.86%).

Highlighted segments show the errors that the system failed to recover from.

Noise Type
% Noise sub sub, ins, del
5 1.10 2.87
10 2.40 5.87
15 5.28 10.58
20 11.48 16.17
25 17.63 27.43

Table 5: TER (%) for solving 1:1 substitution ciphers
with random insertion, deletion, and substitution noise.
These models have been trained with 10% noise.

the first 256 characters of the Borg cipher to test
our model. Our model is able to decipher the text
with an SER of 3.91% (Figure 4). We also try our
14-language multilingual model on this cipher, and
obtain an SER of 5.47%. While we cannot directly
compare to Aldarrab (2017), who do not report
SER, this is a readable decipherment and can be
easily corrected by Latin scholars who would be
interested in such a text.

6 Anagram Decryption

To further test the capacity of our model, we exper-
iment with a special type of noise. In this section,
we address the challenging problem of solving sub-
stitution ciphers in which letters within each word
have been randomly shuffled. Anagramming is a
technique that can be used to further disguise substi-
tution ciphers by permuting characters. Various the-
ories about the mysterious Voynich Manuscript, for
example, suggest that some anagramming scheme
was used to encode the manuscript (Reddy and
Knight, 2011). Hauer and Kondrak (2016) pro-
pose a two-step approach to solve this problem.
First, they use their 1:1 substitution cipher solver
(Hauer et al., 2014) to decipher the text. The
solver is based on tree search for the key, guided
by character-level and word-level n-gram language
models. They adapt the solver by relaxing the letter
order constraint in the key mutation component of
the solver. They then re-arrange the resulting deci-
phered characters using a word trigram language
model.
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X6 SE & 00 HH X HnM % & %
calamenti thimi

$ 2% 00 & x X6 §vyasx
bulegi cardui

Soo G oo Y XTI HX FOAECFLL
venedicti rosarunmn
g o0 & H M, oo I § % 2o oo
menthe crisbe

s N2 € 6 x & % 400 6 % T DS X
ana anisi peniculidi
0D x & % A I HM X I oo
ofimi wuwurthi ce

€ & oo H % € & & 00 ¥ X I oo
aneti angelice

4 006 x X LS X € S H M oo oo
peniculi althee

A M DL X T T oo % I XY % A
squille iridis

Figure 4: The first 132 characters of the Borg cipher
and its decipherment. Errors are underlined. Cor-
rect words are: pulegi, benedicti, crispe, ozimi, and
feniculi. B B

We try a one-step, end-to-end anagram decryp-
tion model. In our sequence-to-sequence formu-
lation, randomly shuffled characters can confuse
the training. We thus represent an input cipher as
a bag of frequency-mapped characters, nominally
presented in frequency rank order (Figure 5). We
use the English Gigaword dataset to train a 256
character model on the sorted frequencies and test
on the aforementioned test set of 50 ciphers (after
applying random anagramming). Following Hauer
and Kondrak (2016), we report word accuracy on
this task. Our model achieves a word accuracy of
95.82% on the 50 Wikipedia ciphers.

Hauer and Kondrak (2016) report results on
a test set of 10 long ciphers extracted from 10
Wikipedia articles about art, Earth, Europe, film,
history, language, music, science, technology, and
Wikipedia. Ciphers have an average length of 522
characters. They use English Europarl to train their
language models (Koehn, 2005). To get compara-
ble results, we trained a model on ciphers of length
525 created from the English side of the Spanish-
English Europarl dataset. Our model achieved a
word accuracy of 96.05% on Hauer and Kondrak’s
test set. Training on English Gigaword gave a word
accuracy of 97.16%, comparable to the 97.72%
word accuracy reported by Hauer and Kondrak
(2016). This shows that our simple model can crack
randomly anagrammed ciphers, which hopefully
inspires future work on other cipher types.

7 Related Work

Deciphering substitution ciphers is a well-studied
problem in the natural language processing com-
munity, e.g., (Hart, 1994; Olson, 2007; Ravi and
Knight, 2008; Corlett and Penn, 2010; Nuhn et al.,
2013, 2014; Hauer et al., 2014; Aldarrab, 2017).
Many of the recent proposed methods search for
the substitution table (i.e. cipher key) that leads
to a likely target plaintext according to a charac-
ter n-gram language model. The current state-of-
the-art method uses beam search and a neural lan-
guage model to score candidate plaintext hypothe-
ses from the search space for each cipher, along
with a frequency matching heuristic incorporated
into the scoring function (Kambhatla et al., 2018).
This method, which is comparable in results to our
method on longer ciphers and slightly weaker on
shorter ciphers, assumes prior knowledge of the
target plaintext language. Our method, by contrast,
can solve substitution ciphers from different lan-
guages without explicit language identification.

Recent research has looked at applying other
neural models to different decipherment problems.
Greydanus (2017) find an LSTM model can learn
the decryption function of polyalphabetic substi-
tution ciphers when trained on a concatenation of
<key + ciphertext> as input and plaintext as out-
put. Our work looks at a different problem. We
target a ciphertext-only-attack for short 1:1 substi-
tution ciphers. Gomez et al. (2018) propose Ci-
pherGAN, which uses a Generative Adversarial
Network to find a mapping between the character
embedding distributions of plaintext and ciphertext.
This method assumes the availability of plenty of
ciphertext. Our method, by contrast, does not re-
quire a large amount of ciphertext. In fact, all of
our experiments were evaluated on ciphers of 256
characters or shorter.

Early work on language identification from
ciphertext uses the noisy-channel decipherment
model (Knight et al., 2006). Specifically, the
expectation-maximization algorithm is used to
learn mapping probabilities, guided by a pre-
trained n-gram language model. This decipherment
process is repeated for all candidate languages.
The resulting decipherments are ranked based on
the probability of the ciphertext using the learned
model, requiring a brute-force guess-and-check ap-
proach that does not scale well as more languages
are considered. Hauer and Kondrak (2016) use
techniques similar to ours, incorporating character
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(Iht he _invention_ of
2)Jcz_mrbzr jmkr _ k f
B)c jz_kzmrbr jmr _ fk
46 03 _531272012_185
5)036 _011222357_528
6)t he_ _invention_of

wr iting_ systems
WumJjmre_aoaijzdga
ewujmmyr _zgoa3jaa
11 9100 1 1 2 _ 313 12 4 0 4 4
0112 910 11 0 344 4 12 13
britain_ systems

Figure 5: Example anagram encryption and decryption process: (1) original plaintext (2) after applying a 1:1 sub-
stitution key (3) after anagramming (this is the ciphertext) (4) after frequency encoding (5) after sorting frequencies.
This is fed to Transformer (6) system output (errors are highlighted).

frequency, decomposition pattern frequency, and
trial decipherment in order to determine the lan-
guage of a ciphertext.

8 Conclusion and Future Work

In this work, we present an end-to-end decipher-
ment model that is capable of solving simple sub-
stitution ciphers without the need for explicit lan-
guage identification. We use frequency analysis to
make it possible to train a multilingual Transformer
model for decipherment. Our method is able to
decipher 700 ciphers from 14 different languages
with less than 1% SER. We apply our method on
the Borg cipher and achieve 5.47% SER using the
multilingual model and 3.91% SER using a mono-
lingual Latin model. In addition, our experiments
show that these models are robust to different types
of noise, and can even recover from many of them.
To the best of our knowledge, this is the first appli-
cation of sequence-to-sequence neural models for
decipherment.

We hope that this work drives more research in
the application of contextual neural models to the
decipherment problem. It would be interesting to
develop other techniques for solving more com-
plex ciphers, e.g. homophonic and polyalphabetic
ciphers.
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cerned with the decoding of encrypted commu-
nications, and thus the methods it describes are
designed to reveal information that has been de-
liberately obfuscated and thus violate the privacy
of the authors. However, the class of problems it
addresses, 1:1 substitution ciphers, are known to
be relatively weak forms of encryption, once popu-
lar, but long considered obsolete. Thus, the major
practical use of this work as a decryption tool is
in the ability to quickly decode ancient ciphertexts,
such as the Borg cipher, the contents of which are
interesting for historical purposes but are not in
danger of revealing secrets of any living person.
Modern encryption schemes such as RSA, Blow-
fish, or AES cannot be defeated by the methods
presented here.

We have demonstrated our work’s effectiveness
on ciphers of 14 alphabetic languages. The ap-
proaches presented here may be less effective on
other orthographic systems such as abjads (which
have fewer explicit symbols and more inherent am-
biguity), abugidas (which have more explicit sym-
bols and thus are conceivably less tractable), or
logographic systems (which have many more ex-
plicit symbols). We caution that more exploration
needs to be done before relying on the methods
presented here when decoding ancient historical
ciphertexts that are not encodings of alphabetic
plaintext.

It is possible, though unlikely, that incorrect con-
clusions can be drawn if the approaches presented
in this work yield false results. For instance, in Fig-
ure 1b, the word decoded as peniculi (towels)
should in fact be decoded as feniculi (fennel);
similar examples can be seen in Figure 3. The trans-
lation “seed of towels” being far less likely than
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“seed of fennel* in context, we would expect easy
detection of this kind of error. We recommend that
these methods not be trusted exclusively, but rather
that they be used as one tool in a cryptologist’s kit,
alongside language expertise and common sense,
such that incoherent decodings may be given a care-
ful look and correction.
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