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Abstract

In the field of dialogue summarization, due to
the lack of training data, it is often difficult for
supervised summary generation methods to
learn vital information from dialogue context.
Several works on unsupervised summarization
for document by leveraging semantic informa-
tion solely or auto-encoder strategy (i.e., sen-
tence compression), they however cannot be
adapted to the dialogue scene due to the lim-
ited words in utterances and huge gap between
the dialogue and its summary. In this study,
we propose a novel unsupervised strategy to
address this challenge, which roots from the
hypothetical foundation that a superior sum-
mary approximates a replacement of the orig-
inal dialogue, and they are roughly equivalent
for auxiliary (self-supervised) tasks, e.g., dia-
logue generation. The proposed strategy Rep-
Sum is applied to generate both extractive and
abstractive summary with the guidance of the
followed n'" utterance generation and classi-
fication tasks. Extensive experiments on vari-
ous datasets demonstrate the superiority of the
proposed model compared with other unsuper-
vised methods.

1 Introduction

Dialogue summarization distills key information
from a dialogue context and synopsizes it into a
concise summary. As a novel topic of critical im-
portance, it offers powerful potentials for a number
of scenarios, e.g, the court debate in civil trial, the
customer service calls arisen from agent(s) and cus-
tomer, the business meeting engaged with multi-
members. It also assists users in quick access and
consumes the essential content in the dialogue.
Major attempts on dialogue summarization are
template-based (Wang and Cardie, 2013; Oya et al.,
2014) in the primitive stage by extracting key in-
formation and filling it into the learned templates.
However, these template-based techniques limit the

changlong.scl@taobao.com,

yangzl@nankai.edu.cn

Dialogue (1~8 utterances)

J: What is the relationship between the
plaintiff and the defendant?

D: Friends.

J: Why did the defendant borrow money
from you?

D: The defendant operated a courier l

Main: summary generation <----

company and needed capital turnover.

J: Why is the amount on the bank
remittance voucher 382,000 yuan?

D: There was still 18,000 yuan in cash to
the defendant.

J: Did the parties agree on interest?

D: The interest was verbally agreed, but
there was no basis.

J: Then why should the defendant pay
overdue interest?

Auxiliary: 9™ utterance generation

Summary (1~8 utterances)
The plaintiff and the defendant
are friends, who have a loan.
There is a loan certificate, while
the interest is agreed orally.

summary-based
generator

optimize

J: Then why the defendant pay?

i

| differences \
1

Figure 1: A summary is generated from the input di-
alogue firstly, and then the original dialogue and its
corresponding summary are exploited for nt" utterance
prediction, respectively. J is the ground truth, and J in
different colors are the decoded utterances based on the
original dialogue and the generated summary respec-
tively. The difference between decoded J is employed
for optimization of summary generation. The motiva-
tion is that a superior summary approximates a replace-
ment of the original dialogue, and they are roughly
equivalent for auxiliary tasks.

scope of their applications and cannot be adapted
to a wider range of conversational data since their
input structure is predefined and the learned tem-
plates are domain-specific. Later, various works ex-
plore the assistance from labeled auxiliary informa-
tion for summary generation, by leveraging either
dialogue act (Goo and Chen, 2018), or key point
sequence (Liu et al., 2019). The former predicts
the dialogue act label of each utterance as explicit
interactive signals, while the latter attempts to learn
the logic of the summary via key point sequence.
Recently, Ganesh and Dingliwal (2019) converts
the dialogue into a document by aptly capturing
discourse relations which proves to be effective
under the scenario of document summarization.
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While prior deep content generation methods
rely on large amounts of annotated data, they are
rarely available for dialogue summarization due to
the prohibitive costs of labeled data. A straightfor-
ward way to alleviate the dependency of the anno-
tated data is to apply the existing unsupervised
methods designed for document summarization
(Rossiello et al., 2017; Zheng and Lapata, 2019;
Baziotis et al., 2019; Chu and Liu, 2019) to the
dialogue scene. However, we argue that these meth-
ods accompany weakness either in extractive or in
abstractive dialogue summarization. In terms of
extractive methods, they mainly rely on semantic
information without any supervision signals. As a
result, they are ragged in effects due to the limited
words in dialogue utterances. As for abstractive
approaches, they are commonly designed with an
auto-encoder (AE) where the latent variable de-
codes to a summary which attempts to reconstruct
the original input representation. Hence, they are
constrained to the small gap between the input text
and the target summary (e.g., sentence compres-
sion) while failing to reconstruct long input text
(e.g., dialogue).

In this paper, we propose an innovative unsu-
pervised strategy, dubbed RepSum, which can be
applied to both extractive and abstractive summa-
rization. The key intuition is derived from the eval-
uation methods of extrinsic summarization (Mani,
2001), which testifies the impact of summariza-
tion based on how it affects the completion of
some other tasks, such as information retrieval, rel-
evance assessment, reading comprehension, etc.
We claim that a superior summary can offer a
semantic replacement of the original dialogue,
which provides equivalent information for com-
pleting auxiliary tasks, e.g., dialogue generation,
as shown in figure 1. Specifically, we propose
two auxiliary tasks which are n‘" utterance genera-
tion and n‘" utterance selection from K candidates
based on the previous contents. Both the dialogue
and the summary aim to achieve decent perfor-
mances on the specific task respectively. Besides,
we introduce KL divergence to curtail the differ-
ence between results based on the dialogue and
the summary. This strategy provides the summa-
rization with essential self-supervised signals via
auxiliary tasks. Furthermore, it decouples the train-
ing from the reconstruction of AE, which enables
to support longer text or dialogue to be effectively
summarized.

Our main contributions are as follows:

* We propose RepSum, an unsupervised (or
self-supervised) strategy for dialogue summa-
rization, which roots from the hypothesis that
a superior summary approximates a replace-
ment of the original dialogue for completing
other tasks. It leverages several intrinsic self-
supervised signals.

* Based on the RepSum strategy, we propose
the corresponding model and employ it to both
extractive and abstractive summarization.

* The extensive experiments with multiple dia-
logue datasets demonstrate the superiority of
the proposed model over several unsupervised
approaches.

2 Related Work

Dialogue Summarization extracts significant in-
formation from dialogues. Most of the initial works
adopted extractive-based methods. For instance,
Bui et al. (2009) produced multiple short frag-
ments from utterances and then selected the parse
of the summary by SVM combined with semantic-
similarity features. Later, (Oya et al., 2014; Wang
and Cardie, 2013) induced abstractive generation
templates for constructing candidate summary sen-
tences. Moreover, to benefit from the existing tech-
nologies for document summarization, Ganesh and
Dingliwal (2019) converted the conversation into
a text document through discourse relations and
lexical information and then created summaries
via pointer-generator (See et al., 2017). However,
given that dialogues are different from documents
in terms of interactive patterns, most researchers
explored to summarize the dialogue by leveraging
auxiliary information hidden in the utterances. For
example, Goo and Chen (2018) proposed to uti-
lize dialogue act as an auxiliary supervised signal
and design a sentence-gated mechanism for model-
ing the relationships between dialogue acts and the
summary. In addition, Liu et al. (2019) predicted
the keypoint sequence first and then use it to guide
the summary prediction.

In contrast to the supervision works, we focus
on the unsupervised dialogue summarization con-
sidering the high cost and limitation of the labeled
data in the dialogue scene. Additionally, our pro-
posed strategy is applicable to both extractive and
abstractive models without using any outer infor-
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mation (e.g., template, dialogue acts, and keypoint)
but leveraging its intrinsic self-supervised nature.

Unsupervised Summarization Historically, un-
supervised summarization focused on extracting
utterances directly. For example, LEAD chooses
the first several utterances and TextRank (Mihal-
cea and Tarau, 2004) ranks utterances by running
a graph-based algorithm, where each node rep-
resents an utterance and the weight between any
two nodes is calculated by the semantic similarity.
Later, Rossiello et al. (2017) proposed a centroid-
based method for text summarization that exploits
the compositional capabilities of word embeddings.
Zheng and Lapata (2019) improved it by building
graphs with directed edges considering the relative
positions of any two sentences which contributes
to their respective centrality. In recent works, the
task of unsupervised summarization is framed as
a self-supervised auto-encoder problem, namely
sentence compression. Miao and Blunsom (2016);
Baziotis et al. (2019); Chu and Liu (2019) applied
the auto-encoder framework, where the expected
abstract is set to the latent variables from which the
input sentence is reconstructed. Févry and Phang
(2018) added noise to extend sentences and trained
a denoising auto-encoder to recover the input text.
Brazinskas et al. (2020) introduced a hierarchical
variational auto-encoder to associate the individual
reviews with stochastic latent codes for opinion
summarization. Recently, another line of works
focused on edit-distance-based approaches. West
et al. (2019) summarized by applying the Informa-
tion Bottleneck principle to the objective of condi-
tional language modeling. In addition, Zhou and
Rush (2019); Schumann et al. (2020) summarized
by hill climbing with word-level extraction, which
searches the text for a high-scoring summary by
discrete optimization.

Compared to these works, to the best of our
knowledge, our model is one of the pioneers at-
tempting unsupervised dialogue summarization. To
improve the effectiveness, we devise a generalized
strategy RepSum that incentivizes the summary
to complete the auxiliary tasks as the original dia-
logue does, thus providing self-training signals and
in turn enabling long texts to be summarized.

3 RepSum Model

3.1 Mechanism

RepSum roots from the hypothetical foundation
that a superior summary approximates a replace-

T Dialog—»[ €NCeyt ] [ €NCaps ]<—Dialog
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Figure 2: The overall flow chart of the proposed model.
The middle square is the unsupervised dialogue summa-
rization generation process. Further, both the dialogue
and the corresponding summary are employed on aux-
iliary tasks (i.e., n'" utterance generation and classifi-
cation). The innovation lies to a superior summary is
the replacement of the original dialogue.

ment of the original dialogue, and they are
roughly equivalent for completing auxiliary (self-
supervised) tasks. Figure 2 shows the flow chart of
the introduced replacement strategy. Specifically,
the summary generation module aims at generating
a summary from the original dialogue. During this
generation process, two auxiliary tasks, n'" utter-
ance generation and n'" utterance classification,
are constructed to transform unsupervised dialogue
summarization task into self-supervised mode by
learning through auxiliary tasks. Furthermore, we
apply RepSum to extractive and abstractive sum-
marization, experiments verify its effectiveness in
an empirical point of view.

3.2 Auxiliary Tasks

As introduced above, we leverage two auxiliary
tasks to act as self-supervised signals to assist the
generation process of a superior summary. Given
that the summary is the replacement of the origi-
nal dialogue, the input dialogue and the generated
summary are expected to achieve similar results
on these tasks respectively. Hence, we add the
Kullback-Leibler (KL) divergence to curtail the
differences between the results of each auxiliary
task based on the input dialogue and the generated
summary. The details are denoted as follows:

Task1: Generation (TG) aims at generating the

nt" utterance. We employ the commonly used
encoder-decoder structure. The whole dialogue is
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concatenated and encoded (as a document) by the
bi-directional LSTM(Hochreiter and Schmidhuber,
1997) for the sake of fair comparison with other
baselines. The representation of each word is the
concatenation of the forward and backward LSTM
states, i.e., h; = [h{ wd, hfwd}. As for the decoder,
we employ a uni-directional LSTM with attention
mechanism (Luong et al., 2015). Concretely, the
attention distribution a’ and the following context
vector ¢; are formulated as:

a§ =o(hiWast), ¢ = Z a;h; (D
i=1

where W, is the learnable parameter and o is the
softmax function. The context vector and the cur-
rent decoder state s; are employed for predicting
the probability distribution of the output word over
all the vocabulary words:

p(ye) = o(Wyp(d(Wi[ye—15 se; ce] + bi)) + bp)

2)
where W), Wy, b, and by, are learnable parameters.
o is the softmax function and ¢ is the tanh function.
We choose the negative logliklihood as the loss
function, and the loss of the utterance generation
based on the dialogue via the path of encg, —
decg;q (see Figure 2) is denoted as:

q
L6y, =— Y logp(lll<s; encaia)  (3)
t=1

where [ = {l;, 12, ..., 1,} is the generated utterance.
Similarly, the utterance generation based on the
generated summary L7¢.,,,, is calculated via the
process of encgym — decsym in Figure 2. To guar-
antee the similar performance of the results based
on the original dialogue and the generated sum-
mary, we also add KL divergence to curtail the
difference between the probability distribution of

prediction at each timestep:

q
Lra, = Z K L(p(lt|l<t; encaia) | Ip(le|l<t; €ncsum)

t=1

“4)

Hence, the loss for the n'” utterance generation
task is denoted as:

ETG = OZOETde + OélETGsum + a2£Tle (5)

where ag, a1, and oy are the weight for each loss.

Task2: Classification (TC) is designed to select
the correct n'" utterance from the K candidate

utterances. Similar to the dialogue encoding in the
task TG, we choose the Bi-LSTM as the encoder.
The dialogue representation h,; is the average of the
hidden state of each word. Besides, each candidate
is also encoded by the Bi-LSTM and projected to a
dense vector by logit layer f, and then concatenated
to hg, formulated as [f(uc;); hg). The probability
of each utterance belonging to the correct answer is
calculated by a logistic layer. Furthermore, we use
cross-entropy for training via the process of encg;,
— classi fierg;, (see Figure 2). The loss based on
the dialogue is formulated as:

K
Lrc,,, = — Z zplogzy (6)
n=1

Similarily, £L7¢,,,, based on the generated sum-
mary through encgyy, — classifiers,y, is calcu-
lated. We also use the KL divergence to measure
the difference between the results from the dialogue
and generated summary:

Loy, = KL(p(uc™)|Ip(uc™™)) (7
where p(uc®®) and p(ucs™) is the probability dis-
tribution on K candidates. All in all, the loss of the
nt? utterance selection task is formulated as:

‘CTC = a3£TCdia + a4£TCsum + QSETCM (8)

where a3, oy, and a5 are the weight for each loss.
Parameters o to a5 are used for normalization.

3.3 Unsupervised Summarization

The RepSum is employed to both the extractive and
abstractive summarization:

Extractive Summarization We consider the ex-
tractive summarization as a sentence binary classi-
fication task as (Nallapati et al., 2017) does, which
means R utterances in a dialogue with label one
are extracted to be an extractive summary. Specif-
ically, we use enceyt (encg;q in the Figure 2) ap-
)plied by the Bi-LSTM to encode utterances in di-
alogue, and they are represented as hidden states
hi,ha, ..., hn—1. Then, the representation of the
dialogue is the average pooling of the concatenated
hidden states of the entire utterances, denoted as:

n—1

SRR +bg) ()

i=1

1
n—1

d=¢p(Wy

where W, and b, are learnable parameters, and ¢
is the tanh function. For utterances classification,
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each utterance is concatenated with the dialogue
representation d. And a logistic layer predicts the
probability belonging to the generated summary, as
shown below:

p(ui = 1) = l/J(Whhi + hiWhad + bh) (10)

where W}, Wh4 and by, are learnable parameters,

and 1 is the sigmoid function. Later, we choose
the top probability R utterances as the extractive
summary. After obtaining the initial generated sum-
mary, the unsupervised extractive summarization
can be guided under the RepSum strategy. Specifi-
cally, the extractive-based summary is optimized by
the auxiliary tasks for the sake of effective results
and similar performance of the dialogue. Hence,
the training loss for extractive summarization in-
cluding nyj, utterance generation and classification
is denoted as:

L = LFE + LT (11)
Abstractive Summarization The abstractive sum-
marization process follows the conventional
encoder-decoder structure. For each time step, the
word prediction probability is calculated via Eq. 2.
To generate the abstractive summary used for the
auxiliary tasks, we sample each word from the prob-
ability y; ~ softmaz(p(y;)) and encode them as
eNncCq_sum (ENCsym in the Figure 2). However, it
is a non-differentiable process, which can not be
trained directly.

Hence, we use the Straight-Through (ST) Gum-
ble Estimator introduced in (Bengio et al., 2013)
to solve this problem. During the forward training
pass and test process, we use the reparametriza-
tion trick as a variance approximation of sam-
pling from the original probability (Maddison et al.,
2014). Specifically, sampling word is transformed
to take the argmax from a new probability, y is
discretized using argmax and sampling as:

yt = argmax(log(p(yt)) + 9),
g = —log(—log(ﬁ)), 5 ~ U(O7 1)

where g is the Gumble distribution and U is the
uniform distribution. As for computing the gradient
in the backward pass, we use a continuous and
differentiable approximation to argmaz:

(12)

i = exp((log(p(yi)) + 9i)/7)

p(%) = = - (13)
> i1 exp((log(p(yy)) + 95)/7)

AMI  Justice
Test Set Size 132 1525
Avg. Utterance Num 219.89 3754
Avg. Utterance Length 29326  16.11
Avg. Summary Length  161.33  159.50

Table 1: Statistics of datasets

where |V is the vocabulary size and the 7 € (0, c0)
is the temperature parameter. Samples from Gum-
ble Softmax distributions are identical to samples
from a categorical distribution as 7 — 0. The input
for the encoder enc,_sym 1S denoted as:

V|

e’ = " e(wi)p(y;)

=1

(14)

where e(wj;) is the word embedding of the words.
After the acquisition of the abstractive summary,
we also employ the RepSum strategy for training.
Due to the difficulty of the generation, we sup-
ply two more other auxiliary losses. Firstly, the
experiments indicate that the model is difficult to
converge due to the lack of any guidance for the
decoder (see w/o fake-sum in Table 5), we em-
ploy the extractive summary as a fake summary
for teacher forcing training. Hence, the fake sum-
mary generation loss Ly, is calculated following
the Eq. 1, Eq. 2 and Eq. 3. Moreover, given that
abstractive summary is limited to readability and
fluency, we pre-train a language model with dia-
logue utterances to solve this problem. We aim
to generate fluent summaries by adding language
modeling loss, which approaches the output predic-
tion to language output:

Lim = KL(p(y)||pim (ye))

Hence, the training loss for the unsupervised ab-
stractive dialogue summarization is denoted as:

15)

Lobs = ,C%bcs; + ﬁ%%v + OéGEfS + a7l (16)

Parameters ag and a7 are normalization weight.

4 Experimental Setup
4.1 Dataset

We evaluate RepSum on a meeting dataset in En-
glish AMI and a multi-party court debate dataset
in Chinese Justice. The statistics are presented in
details (see Tabel 1).

AMI. The AMI! meeting corpus (Carletta et al.,
2005) consists of 100 hours of meeting recordings

"http://groups.inf.ed.ac.uk/ami/corpus/overview.shtml
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AMI Justice

Type Model R1 R2 RL RI R2 RL
ORACLE 2457 444 1503 3728 21.05 32.78

LEAD3 9.15 178 536 17.69 333 11.52

Extractive TextRank (Mihalcea and Tarau, 2004) 11.27 0.84 7.19 20.72  6.51 13.56
Centroid (Rossiello et al., 2017) 14.08 2.09 8.19 2231 653 13.66
PacSum(Zheng and Lapata, 2019) 16.15 223 9.14 2336 7.03 14.66

RepSum-Ext (ours) 18.77 224 10.80 2588 8.21 1597

2g shuf Févry and Phang (2018) 14.08 2.09 8.18 20.19 4.15 12.08

Abstractive MeanSum(Chu and Liu, 2019) 16.09 230 11.14 2125 554 1344
) SEQ3(Baziotis et al., 2019) 17.06 223 11.85 2247 388 14.67
RepSum-Abs (ours) 18.88 2.38 15.62 2423 637 1514

Table 2: Comparison of our mechanism employed in extractive and abstractive summarization with other base-
line models. All the results are evaluated by the ROUGE on the AMI nad Justice dataset (pairwise t-test at 5%

significance level).

in English. It includes high-quality and manually
produced transcription, dialogue acts, topic seg-
mentation, extractive and abstractive summaries,
etc. In this work, we use the recording transcripts
as the original input and the provided abstractive
summary as the expected summary to be generated.
Justice. The court debate records consist of 30,000
dispute cases. In the court trial scenario, there are
multiple roles (i.e., judge, plaintiff, defendant). In
the whole debate dialogue, the plaintiff and the
defendant debate on controversy focus leading by
the judge. After the trial, the judge summarizes the
facts recognized through the trial. Thus we use the
court debate transcript as the original input and the
fact description as the expected summary.

4.2 Parameter Settings

In our experiments?, we optimize the proposed
model using Adam Optimizer (Kingma and Ba,
2014) with the learning rate of 3e-4. We train on a
single TeslaP100 GPU with a batch size of 16. The
vocabulary size is 30,000 and embedding dimen-
sion for each word is 200. The hidden size is 200
for both encoder and decoder. For gumble softmax,
we set the temperature 7 to 0.5. In the auxiliary
task C9, we denote k as 4, which means we select
the other 3 similar utterances. They are chosen
from all the utterances in the dataset randomly. For
extractive summarization, we pick out the top 3
utterances by their probability. We set the a0 to a7
equals 0.5, 0.5, 5, 1, 1, 2, 1, 0.006 respectively to
balance the scale of each module.

4.3 Baselines

We firstly report the performance of the ORACLE
as an upper bound, which uses a greedy algo-

>The code can be found in https:/github.com/xiyan524/
RepSum

rithm to extract several utterances to maximize the
ROUGE compared with the ground truth. LEAD3
extracts the first three utterances as the summary.

As for the extractive-based methods, we com-
pare with classical TextRank (Mihalcea and Tarau,
2004) which converts the dialogue to a weighted-
graph where each node represents an utterance and
the edge weight expresses the semantic similarity
between any two utterances. Centroid (Rossiello
et al., 2017) proposes a centroid-based method for
text summarization that exploits the compositional
capabilities of word embeddings. PacSum (Zheng
and Lapata, 2019) improves the TextRank by build-
ing graphs with directed edges considering the rel-
ative positions of any two sentences contributing
to their respective centrality.

With regard to the abstractive-based methods,
we compare with several auto-encoder based ap-
proaches. 2g shuf (Févry and Phang, 2018) adds
noise to extend sentences and trains a denoising
auto-encoder to recover the original input text.
SEQ? (Baziotis et al., 2019) constructs a compres-
sor to generate summary and a reconstructor to
regenerate input sentence via two chained encoder-
decoder pairs. MeanSum (Chu and Liu, 2019) em-
ploys the mean of the representations of the input
to decode a reasonable summary.

5 Experimental Results

5.1 Quantitative Analysis

Table 2 shows the experimental results based on
the AMI and the Justice datasets. ROUGE ? score
(Lin, 2004) is used for evaluation.

For extractive summarization, we found the up-
per bound ORACLE is quite low in dialogue sum-
marization (see the first row in Table 2) compared

3https://github.com/pltrdy/files2rouge
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AMI Justice

Model Relevance Fluency Relevance Fluency
Avg K Avg K Avg K Avg K
TextRank 057 051 155 081 069 068 134 0.76
Centroid 088 083 1.64 080 1.15 071 142 081
PacSum 1.02 077 167 076 113 066 151 0.79
RepSum-Ext 117 079 1.69 0.81 121 063 154 0.76
2g shuf 056 078 0.78 0.76 071 063 0.81 081
MeanSum 0.89 084 0.89 0.68 083 061 1.02 0.67
SEQ® .11 081 103 069 109 059 118 0.72

RepSum-Abs  1.23 082 122 072 117 0.68 120 0.69

Table 3: Human evaluation. We report the average
score (Avg) and the x value in relevance and fluency.

with the document summarization where R-1 score
usually approaches to 50 as reported in (Liu and
Lapata, 2019). It indicates that the dialogue sum-
marization is much more challenging. Additionally
AMI dataset is more appropriate for abstractive
summarization since its ORACLE scores are much
lower than those for Justice dataset. The score of
LEAD3 estimates the information distribution over
dialogues. Furthermore, our proposed RepSum-Ext
is compared with other four state-of-the-art mod-
els with significant improvement in Rouge score.
Table 2 demonstrates that the RepSum strategy is
effective for extractive summarization.

For abstractive summarization, we mainly com-
pare RepSum-Abs with AE-based methods. We
employ the same encoder and decoder settings
for baselines for a fair comparison. In terms of
ROUGE value, our model outperforms all the base-
lines, especially in R-L score. We consider that the
auxiliary tasks training mechanism helps to prevent
the focus on single-word reconstruction, but aims
to remain significant continuous information.

5.2 Human Evaluation

In order to ensure the rationality/correctness of the
generated summary, we also conducted a human
evaluation. The annotators are required to estimate
the quality of the generated summaries with respect
to the relevance indicating the connection between
the dialogue and the summary and fluency repre-
senting the readability. The scores are divided into
three levels: +2, +1, 0, in which a higher score
stands for excellent. We report the average score
and coefficient x which indicates the consistency
of evaluation by different annotators. Specifically,
we choose 100 examples for each dataset and six
annotators are required to evaluate all the tested
methods. The annotators are experienced graduate
students who have taken the annotation training
before the experiment. Results shown in Table 3
indicate that our proposed strategy is superior to

AMI Justice
Type  Task R1 R2 RL RI R2 RL
TG+TC 1877 224 1080 2588 821 1597
Ext. -w/oTC 1836 2.18 994 2545 7.89 1551
wloTG 1689 211 926 2280 633 14.24
TG+TC 1888 238 1562 2423 637 1514
Abs. -w/oTC 1860 194 1055 23.63 651 14.29
wloTG 1613 172 1005 2275 520 13.50

Table 4: Ablation study for the auxiliary tasks in re-
placement mechanism on the AMI and Justice dataset.
Ext. and Abs. represent extractive and abstractive
based summarization respectively.

mothods R-1 R-2 R-L
ResSum-Abs 18.88 2.38 15.62
-w/o dia-task 16.55 1.11 1349
-w/o sum-task  14.34  1.31 9.78
-w/o kl 16.77 220 14.79
-w/o lm 17.87 0.70 13.37

-w/o fake-sum - - -

Table 5: Ablation study of each component based on
abstractive summarization on the AMI dataset.

all the baselines. Furthermore, compared to the
abstractive-based methods, extractive-based meth-
ods perform better on fluency. We consider that the
difference is due to sentence integrity.

5.3 Ablation Study

To evaluate the effectiveness of the proposed Rep-
Sum strategy, we conduct two ablation studies. We
first measure the influence of each auxiliary task
(see Table 4). Further, we verify the contribution
of each module, shown in Table 5.

Table 4 indicates that combining the two auxil-
iary tasks achieves the best performance on both
extractive and abstractive methods. The decline
of performance is observed once we remove either
task, especially the generation task. We assume
that the classification task is considerably straight-
forward, which may not require affluent semantic
information. However, it serves as an auxiliary
section with complicated generation tasks.

Furthermore, we remove each component to in-
vestigate the module effectiveness in RepSum-Abs.
The result is shown in Table 5. It indicates that
all the components make a positive contribution.
To be specific, fake summary (-w/o fake-sum) is
the critical point, which contributes to the model
convergence. Besides, if we remove tasks based on
the generated summary (-w/o sum-task), the perfor-
mance declines significantly. It proves the assump-
tion that a superior summary is supposed to conduct
the auxiliary tasks as original dialogue does. Either
removing tasks based on the dialogue (-w/o dia-
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Fake summary R-1 R-2 R-L
random 1545 239 10.07
extractive-based 18.88 2.38  15.62

Table 6: Effectiveness of potential fake summary
choices for abstractive summarization on the AMI.

T AMI Justice

R-1 R-2 R-L R-1 R-2 R-L
3 1038 088 7.13 1571 3.03 9.92
4 19.87 220 11.05 2280 633 14.24
5 1863 185 10.73 22.15 552 13.63
6 1865 194 10.61 2267 6.06 13.98
7 1877 1.84 1072 2251 587 13.87

Table 7: Effectiveness of candidate numbers in the aux-
iliary task classification. It is based on the extractive
summarization of the AMI and Justice dataset.

task) or adding KL divergence (-w/o kl) to control
similar effectiveness between dialogue and gen-
erated summary, tends to harm the performance.
Moreover, we notice that the pre-trained language
model (-w/o Im) benefits the bi-gram by noticing
the significant decrease in R-2. The extractive-
based method is ignored since its components are
the same as the abstractive-based approach.

5.4 Discussion

Fake Summary Extensive experiments show that
abstractive summarization is difficult to converge
without word-level guidance. Hence, we propose
to construct a fake summary to solve this problem.
In this section, we conduct two experiments for
different fake summary construction. We first at-
tempt to select 7" utterances randomly. Further, we
choose an extractive summary. Table 6 shows that
the random selection result is inferior to extrac-
tive summary guidance. Given the consideration of
high accuracy, we choose the extractive summary
as guidance in this work. However, we assume
that random selection can be also employed for
efficiency consideration if necessary.

Candidates number in TC To further explore the
effectiveness of the auxiliary task classification
(TC) for unsupervised dialogue summarization, we
conduct experiments by varying the candidate’s
number K. Such number influences the perfor-
mance of the extractive summarization on both
AMI and Justice datasets. We set the number vary-
ing from 3 to 7. The performance of our model with
the variation of the number K is shown in Table 7.
It indicates that the R-1 approaches a stable value
with slight fluctuation when we increase the K con-
tinuously. Besides, there exists a drastic increase
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0 0.0
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Figure 3: Effectiveness of n'" utterance selection in
the auxiliary task generation. It is based on the Justice
dataset.

in R-1 when K is augmented from 2 to 3. Hence,
given the trade-off between the efficiency and the
generation quality, we choose 4 as the number of
candidates for all the experiments.

Utterance choice in TG The selection of nt" utter-
ance for generation in the dialogue is crucial for the
model effectiveness. Meaningless utterances such
as ’hmmm?”, “the meeting is over” in meeting, and
’please sign the transcript after checking” in court
debates may be useless. At the same time, none of
the contextual information is integrant. Hence, we
conduct experiments to testify the effectiveness of
three different utterance selection strategies: Ran-
dom selects the n'" utterance randomly. The utter-
ances before n'" are regarded as the input. If the
remained dialogue utterances are less than 5, the
example is discarded. Last chooses the last utter-
ance of each dialogue for prediction. Moreover,
Sec splits the dialogue into several sections and
then picks the last utterance of each section. “Sec”
is segmented based on the rule which requires each
section to contain at least 8 utterances with at least
5 words and 3 significant utterances whose tf-idf
value is superior to the threshold.

Figure 3 shows the result conducted on justice
dataset*. It proves that meaningful utterance ben-
efits the performance. Specifically, Last leads to
the worst result on both R-1 and R-L due to the
universal utterance at the end of a dialogue. We
consider that Random prevents semantic informa-
tion deficiency through selecting crucial utterances
occasionally compared with Sec which achieves
the best performance.

“The performance on AMI dataset shows a similar pattern.

We only show the visualized result on the justice dataset due
to the paper length limitation.
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6 Conclusion

This work investigates the problem of unsupervised
dialogue summarization. we propose a novel un-
supervised strategy RepSum, which roots from the
hypothetical foundation that a superior summary
approximates a replacement of the original dia-
logue, and they are roughly equivalent for com-
pleting auxiliary tasks. RepSum is employed on
both extractive and abstractive-based models via a
self-supervision from two auxiliary tasks. Compre-
hensive experiments on various datasets show the
effectiveness of the proposed mechanism compared
to the other unsupervised baselines.
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