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Abstract

In this paper, we report experiments on fine-
tuning large pretrained models to realize re-
source description framework (RDF) triples
to natural language. We provide the details
of how to build one of the top-ranked En-
glish generation models in WebNLG Chal-
lenge 2020. We also show that there appears
to be considerable potential for reranking to
improve the current state of the art both in
terms of statistical metrics and model-based
metrics. Our human analyses of the generated
texts show that for Russian, pretrained models
showed some success, both in terms of lexical
and morpho-syntactic choices for generation,
as well as for content aggregation. Neverthe-
less, in a number of cases, the model can be un-
predictable, both in terms of failure or success.
Omissions of the content and hallucinations,
which in many cases occurred at the same time,
were major problems. By contrast, the models
for English showed near perfect performance
on the validation set.

1 Introduction

The WebNLG Challenge has attracted increasing
attention since 2017. It aims to promote research
on realizing resource description framework (RDF)
triples (Gardent et al., 2017) of various categories
in fluent and accurate natural language. The RDF
triple sets on which the WEBNLG dataset is best
are from DBPedia (Auer et al., 2007) and consist
of one or several triples, where each triple con-
tains one subject, one predicate, and one object.
The most challenging part of WebNLG 2017 is to
generate from data containing unseen categories,
where many predicates and subject/object entities
don’t appear in the training data.

Consequently, for WebNLG 2020, we are espe-
cially interested in improving realization quality
for data from unseen categories. Because the size
of the training data in the WebNLG challenge is

quite modest, we think it is important to introduce
extra knowledge into the pipeline. Considering that
large pretrained models have achieved tremendous
success in various NLP tasks, including recently
for data-to-text NLG (Kale, 2020; Kale and Ras-
togi, 2020), we investigate using pretrained models
to enhance generation from unseen categories, and
find they work remarkably well.

In addition, we try to further improve the fine-
tuned large pretrained models by using reverse
model reranking, which involves reranking the out-
puts of the beam of the original forward model for
a given source input using the perplexity of that
input (conditioned on the output) according to the
reverse model. As shown in Shen et al. (2019);
Yee et al. (2019), techniques similar to the reverse
model reranking method we use here, under the
guise of RSA or noisy channel models, have shown
significant benefits for generation tasks when there
is room for improvement. However, in our experi-
ments, reverse model reranking not only provides
no benefit but also slightly harms realization quality.
By looking at the BLEU oracle reranking scores,
we see a considerable potential for reranking, so
we surmise that the quality of the reverse model
must be too low to be useful. This could indicate
that it is more difficult for large-scale pretrained
models to learn to reconstruct meaning representa-
tions than to generate natural language text from
them.

2 System Description

Data The English dataset contains 13,211 and
1,666 triple sets for training and validation, respec-
tively. The Russian dataset contains 5,573 and 789
triple sets for training and validation, respectively.
Each triple set has two versions, original and mod-
ified. We use the modified version because it is a
cleaner version. Each triple set is also associated
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RDF: "Aarhus_Airport | cityServed | \"Aarhus, Denmark\""
MR: __subject_. Aarhus Airport _predicate_. cityServed __object_. Aarhus, Denmark
Lex: The Aarhus is the airport of Aarhus, Denmark.

Table 1: The format of original and preprocessed data. RDF is the original triple from DBPedia. MR is our
preprocessed meaning representation. Lex is the reference realisation of the RDF triple.

with one to several surface realizations. Therefore,
we have 35,426 and 4,461 parallel data items for
training and validation, respectively, on the English
task, and 14,630 and 2,062 ones for training and
validation, respectively, on the Russian task.

Preprocessing We linearize each triple set into
a sequence with three delimiters, which are
__subject_., _predicate_, __object_, as shown
in Table 1. Additionally, we remove the under-
scores inside the subject/object (_), quotes sur-
rounding subject/object (\”), and the beginning and
end quotes (), in order to reduce noise in MRs.

Pretrained Models The training data of the
WebNLG challenge is too modest in size to suf-
ficiently train a large neural model to generalize
very well. In our preliminary experiments on
WebNLG 2017 (Gardent et al., 2017), we found
that models trained from scratch were very bad
at generating with unseen categories, even though
the outputs with seen categories were mostly ac-
ceptable. This is due to the unseen categories fre-
quently introducing unseen predicates and noun
phrases, on which models, having never seen these
expressions, struggle to consistently produce text
from. Considering that large pretrained models
have achieved tremendous success in many areas,
we think they should also be helpful for generating
unseen content with small training datasets. To test
the conjecture that pretrained models would im-
prove performance on unseen content, we use T5
(Kale, 2020) for the English task and mBART (Liu
et al., 2020) for the Russian task. These models
are chosen because TS is designed for the monolin-
gual task and mBART is designed for multi-lingual
tasks. To be more specific, we use the pretrained
T5-Large HuggingFace transformer model (Wolf
et al., 2019) and the mBART-Large fairseq model
(Ott et al., 2019).

Fine-tuning' Considering that both these mod-
els tokenize the sentences into subwords and the
triple delimiters (e.g. __predicate__) are supposed

'Code: https://github.com/znculee/webnlg2020
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to be indivisible, we add the three special delim-
iters to the vocabulary of the pretrained models.”
The embeddings of these three special delimiters
are randomly initialized. After extending the vo-
cabularies, the total parameters to be fine-tuned for
T5 and mBART are 737,643,008 and 610,851,840,
respectively.

The TS5 model is fine-tuned using cross entropy
loss without label smoothing. The learning rate is
constantly 2 x 10~ and the batch size is 8 samples.
We found that an overly large learning rate and
batch size could hurt performance. The optimizer
is Adam (Kingma and Ba, 2014) where 3; = 0.9,
Ba = 0.999, ¢ = 1 x 1078, and the weight decay
is 0. In our preliminary experiments, we found that
L2 normalization did not help, whether we used
the weight decay of Adam or AdamW (Loshchilov
and Hutter, 2017). The best checkpoint is selected
by validation with patience of 10 training epochs.
With this setting, the best checkpoint is at the end
of the 7™ epoch.

The mBART model is fine-tuned with different
hyper-parameters than T5 because we followed
the recommended fine-tuning guidelines of the
mBART authors. It is optimized according to cross
entropy loss with label smoothing of 0.2. The batch
size is 2048 tokens. The learning rate is 3 x 107
and the scheduler is polynomial decay with 2500
warmup updates. The optimizer is Adam where
B1 = 0.9, By = 0.98, ¢ = 1 x 1075. The best
checkpoint is selected by validation with patience
of 20 training epochs. The best checkpoint is at the
end of the 32" epoch.

3 Experiments

3.1 Evaluation Metrics

BLEU We use BLEU-4 (Papineni et al., 2002)
implemented by the e2e-metrics (DusSek et al.,
2018). Although we can evaluate with multiple
references by combining the same MR, we still

2We only extend the vocabulary for the T5-Large of Hug-
gingFace transformer by the add_token () function, be-
cause fairseq does not support this feature currently to the
best of our knowledge.
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Models BLEU BLEURT Fluency Grammar Semantics
T5 46.51 0.464176 2.58516 2.70785 2.53218
T5-RMR 45.40 0.443449 256646 2.69307 2.51706
T5-RMRB 4531 0.435909 2.55813  2.68477 2.51426
T5-RMRF  45.16 0.439485 2.56026 2.68461 2.51901
T5-ORAC 55.13 0.538256 2.62836  2.74878 2.57138

Table 2: Evaluation scores on the English validation set. BLEURT is the pretrained BLEURT-base-128 model
without any fine-tuning on WebNLG data. Fluency, grammar, and semantics are the scores from BLEURT fine-
tuned on the WebNLG 2017 three-fold human evaluation scores. See text for model descriptions.

report the single reference BLEU here to be con-
sistent with other metrics which cannot consider
multi-reference, e.g. the following BLEURT met-
ric.

BLEURT As an n-gram metric, BLEU may
not fairly judge the correctness of the generated
texts, and since human evaluation is expensive,
we investigate using a recently developed model-
based metric, known as BLEURT (Sellam et al.,
2020), for automatic evaluation. BLEURT s evalua-
tion shows state-of-the-art consistency with human
judgements on the WMT Metrics Shared Task (Bo-
jar et al., 2017). And it is also shown to be well
adapted to other domains with its pretrained model,
such as WebNLG 2017.3 Considering we do not
have the human evaluation data for WebNLG 2020
now, the best we can do is to use WebNLG 20174 as
the data to fine-tune BLEURT to evaluate our mod-
els for WebNLG 2020. The human evaluation in
WebNLG is three fold, including fluency, grammar
correctness, and semantics adequacy. Each of them
has one of three possible values (1 or 2 or 3) for
the human annotator. Each sentence is assigned up
to three annotators. The range of average score is
from 1 to 3. Then, we fine-tuned the recommended
BLEURT-base-128 on these three different tasks.
Specifically, we used all 5,363 items and randomly
sample 1,000 of them as validation data and the
others are regarded as training data, because the
BLEURT paper concludes that using more train-
ing data leads to better consistency with human
judgements. Following Sellam et al. (2020), the
fine-tuning stops at 40,000 steps.

3The checkpoints of BLEURT fine-tuned on
WebNLG 2017 are not released publicly.
*https://gitlab.com/webnlg/webnlg-human-evaluation

Models BLEU
mBART 24.33
mBART-RMR 23.90

Table 3: BLEU scores on Russian validation set.
mBART-RMR indicates mBART with reverse model
reranking.

3.2 Validation Performances

The main results for the English task and Russian
task are shown in Table 2 and Table 3, respectively.
More model comparisons are conducted on the
English task only. These models share the same
forward model but use an extra reverse model to
rerank the generated text after beam search.

* T5-RMR is reverse model reranking with
forced decoding perplexity.

* T5-RMRB is reverse model reranking using
the BLEU scores of the reconstructed MRs
from the reverse model against the original
MRs.

* T5-RMREF is reverse model reranking with
the sum of the reverse model forced decoding
perplexity and the forward model perplexity.

¢ T5-ORAC is reranking using oracle BLEU
scores.

From Table 2, we can see that the vanilla fine-
tuned T3 is generally better than its reranking ver-
sions. It’s surprising that these reranking methods
don’t work. For the English task, it could be be-
cause the model was near ceiling for correctness,
however this is not the case with Russian. Although
these three reranking methods do not improve upon
the baseline, the BLEU oracle strongly suggests
that there is considerable potential for reranking
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Task  TestSubset  BLEU i) METEOR CHRE++ TER ppbersion Recatl —ox' BLEURT

En  All 5354 0532 0414 0688 0416 0958 0955 0956 061

En SeenCategories 6124 0607 0434 0727 0393 0964 0960 0962 061

En UnseenCategories 4740 0474 0397 0652 0437 0953 0951 0951 057

En UnseenEntities 5237 0520 0416 0694 0398  0.963 0960 0961 065
"Ru Al 4729 0477 0616 0622 0453 0897 0882 0888 N/A

Table 4: Official evaluations of TS5 on English (En) and mBART on Russian (Ru) test sets

to improve the outputs. It would be interesting to
investigate more effective methods to select more
correct generated text in the beam search.

3.3 Official Evaluation

Since the test set references are not available to
the challenge participants, the evaluation of test
performance is done by the organizers. Table 4
shows the automatic evaluation scores across vari-
ous measures (Moussalem et al., 2020) for T5 on
the English task and mBART on the Russian task,
respectively. For the English task, our TS model is
always ranked in the top two over all 35 submis-
sions across all test subsets, and only has a small
gap from the first ranked system. For the Russian
task, our mBART is ranked third over all 12 sub-
missions. The official report (Castro-Ferreira et al.,
2020) should have more comprehensive compar-
isons and human evaluations for all submissions.

4 Methodology for Analyses

Analyzing the performance of a model is an im-
portant aspect of research pursued with neural net-
works, because even though their architecture is
explicit and transparent, their behavior roughly can
be compared to a black box.

One of the strategies we relied on in the current
work is to analyze success and failure of a model
qualitatively by comparing given examples to re-
lated proportions of the training data.

We tested our Russian models against the test
set, even though it had no labels. Based on our
linguistic knowledge and using observations from
the training and validation data, we hypothesize a
possible text for a given source (meaning represen-
tation), which allows us to see whether a model
generated a plausible/acceptable text for a given
source. We also ran our models for Russian against
the validation set. We discuss our findings in Sec-
tion 5.1.

In addition to Russian, we also analyzed the
model performance on English, though we used

only the validation set. Our models worked almost
flawlessly on the data given for the validation set,
both in terms of content realization and lexical and
morpho-syntactic selections. The models exhibit
high performance on aggregation of content across
sentences and also within the same sentence, using
coordinating conjunctions for both multiple noun
and multiple verb phrases.

5 Performance and Observations: Case
of Russian

5.1 mBART and mBART-RMR

We make use of two models for Russian. The first
one is the mBART model fine-tuned for our task.
The other one is the fine-tuned mBART model with
reverse model reranking. We refer to the fine-tuned
mBART by mBART and its reverse model reranked
version by mBART-RMR.

On the Russian test set, we find that out of
1,102 texts generated by mBART and mBART-
RMR, all but 174 were the same. We have ana-
lyzed those 174 generated texts for each model and
checked their correctness against the source. We
find that on those 174 cases, mBART performs bet-
ter then mBART-RMR. In particular, among those
174 cases, on 82 of them, both of the models were
successful, whereas on 33 cases both of them failed.
On the rest of the cases, 41 times mBART was the
better of the two, whereas mBART-RMR prevailed
in 18 cases.

Since mBART showed better performance than
mBART-RMR, we tested mBART against the val-
idation set of the WebNLG 2020 dataset. We ran-
domly selected 120 examples and annotated the
problematic ones. We found that on average, only
1 out of 3 qualified as a decent Russian text.

5.2 The Same Realizations

We performed our analyses on the cases where
both of the models, mBART and mBART-RMR,
generate the same text.
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We randomly selected 70 short and 61 long cases,
where we call an item short if the source has 3 or
fewer tuples and long otherwise (the short cases
consists of: 15 1-tuples, 37 2-tuples, and 18 3-
tuples; while the long cases consists of 13 4-tuples,
21 5-tuples, 14 6-tuples and 13 7-tuples). We found
that among the short items, the ratio of correct
realizations is 46 to 70. For the long item, the ratio
is 9 to 61. (These success rates are close to the
numbers we got while analyzing the performance
of our models on the validation set of WebNLG).

In many cases, the success of a generated text
could be attributed to the fact that a very similar
source (MR) has been encountered in the training
data.

If MR; is part of MRy but the model has only
seen MRy, in certain cases we observe that it is still
able to correctly generate from MR, skipping the
parts associated with MRo/MR; (where MRo/MR;
denotes the part of MR2 that is not in MR1). This
is due to model seeing a number of cases in the
training data similar to MR1 and MR2, thereby
learning how to differentiate between the two.

Hallucinations together with omissions are one
of the major problems of the model. They usu-
ally occur with sparse or unevenly distributed data.
One of the issues we find is that the model may
incorrectly associate an entity from the source with
a name in a text, even though the correct realiza-
tion would also be present in the training data (the
model has the needed information to be able to se-
lect the correct realization of an entity, but it fails
to do that). For the sake of illustration we discuss
details of such errors. The correct realization of an
entity occurred 31 times in the training data. Let us
denote the correct realization by cr. However, in
certain cases, the model associated the entity with
a realization of another entity, which we call the
incorrect realization and denote by ¢r. We find that
1r occurred 42 times in the training data. These two
realizations, c¢r and ¢r occurred 10 times together
(i.e. within in the same text). In the context where
the model made the mistake, the frequencies of cr
and ¢r are more or less homogeneous (cr appeared
7 times and ¢ 10 times). However, they differ with
respect to how they appear in the training data in
general: ir exclusively appears within realizations
of 5-tuples, whereas cr appears as a part of texts
that are realizations of tuples of various lengths.
The source on which the model makes the error of
associating the entity with ¢r also happens to be a
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5-tuple; and moreover, this source is very similar
to the sources whose realizations contain 7r. (Even
though cr also appears within texts serving as re-
alizations of 5-tuples, there are only 3 such cases
and in all of these cases, these texts also contain ir
together with cr.)

In certain cases we also saw that several triples
were omitted when the source consisted of 7 tuples.
Howeyver, this was also true in certain cases where
we had only 3-triples. Let us consider the following
example:

Example 5.1 Appos merpe pojoM u3 permoHa
Karamonus 8 Ucianuu.

EN: Arros negre comes from Catalonia in Spain.
Source: __subject__ Arros negre __predicate_.
country _object_. Spain __subject_. Arros
negre _predicate_. region __object_.
Catalonia __subject__ Arrds negre

__predicate_. ingredient __object_- Squid

As we see in Example 5.1, the source states squid
is an ingredient in ArrOs negre, but this is not gener-
ated by the model. We look into the training set to
find out how many times squid appears as an object
to the predicate ingredient. It turns out that squid
appears as an ingredient 4 times in the training set,
and in all of these MRs, it is as an ingredient of
Arros negre. Given that the model failed to gener-
ate this fact, one may conclude that its occurrence
in the corpus is too infrequent to be learned. How-
ever, the model generates the following:

Example 5.2 Appos Herpe pojiom n3 Mcnannu,
OJITHUM U3 UHI'DEJIUCHTOB - KaJIbMapbI.

EN: Arros negre comes from Spain, one of its
ingredients is squid.

Source: __subject__ Arrds negre __predicate__
country _object_. Spain __subject__. Arros
negre _predicate_. ingredient __object__
Squid

To make sure that Example 5.2 is not simply
copied from the training set, we check that it does
not appear in the training set. Moreover, the second
clause “omHHM U3 MHIPEIUEHTOB - KaJIbMaphl’
(EN: one of its ingredients - squids) as a sequence
has no occurrence in the training set.

The pair of Example 5.1 and Example 5.2 il-
lustrate an unstable behavior of our models. One
might attribute this to the low number of training
examples with certain words engaged in those ex-
amples. While this might be true, we do not know
how to augment the data to overcome those prob-
lems.



For further exposition we show examples with
similar issues in cases where the number of training
examples is relatively high. We discuss a case
where the model failed to produce realization of a
source consisting of three triples, even though it
was successful separately on each of them in other
contexts.

Example 5.3 HOK SVE 6bL1 apxuTeKTOpoM
3Arena, KOTOpBI OBLI IOCTPOEH B JieKabpe
2008 roma.

EN: HOK SVE was the architect of 3Arena, which
was built in December 2008.

Source: __subject__ 3Arena _predicate__
location __object__ Dublin __subject_
3Arena _predicate_. architect __object_.
HOK SVE __subject_. 3Arena _predicate_.
completionDate __object_. December 2008
Fails on: __subject_. 3Arena __predicate__
location __object__ Dublin

(3Arena, December 2008 = 37 times in training
set); (3Arena, Populous = 30 times in the
training set);
2008 = 20 times in the training set).

(3Arena, Populous, December

We write (w1, . .., wy, = m times in the training
set) to denote that the words wy, . .., w,, co-occur
in m sources (i.e. meaning representations) in the
training set. We report these numbers in order to
facilitate analysis in each of the cases.

Let us mention that in the training set, we have a
very similar text to the one we would like to have
generated in Example 5.3, which is the following:
HOK SVE 6buia apxurekTopoMm 3Arena, 3aBep-
meHHbIM B Jiekabpe 2008 rojia U pacroioKeH-
upiM Ha Hopr-Yomr B lyonune. (EN: HOK SVE
was the architect of 3Arena, completed December
2008 and located at North Wall, Dublin.)

To analyze why the model fails on a particular
test example, we look for other test items with the
same predicates and/or entities. For Example 5.3,
we find some good realizations of locations in the
following cases:

Example 5.4 3Arena pacnosioxkena B [lybsmne,
Pecnybuka Upnanmus.

EN: 3Arena is located in Dublin, Republic of
Ireland.
Source: __subject__ Dublin _predicate__
isPartOf __object__ Republic of Ireland
__subject_. 3Arena _predicate.. location
__object__ Dublin

Success!

(3arena, Dublin = 69 times in the training set)
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(BArena, Dublin, Republic of Ireland = 27
times in the training set)

Example 5.5 HOK SVE 6wt apxurekTopoMm
3Arena, paco/oyKeHHO# Ha HabeperKHOM
Hopr-Yomn u 3apepiiennoit B gekabpe 2008
rojua.

EN: HOK SVE was the architect of 3Arena, located
on North Wall Quay waterfront and completed in
December 2008.

Source: __subject_. 3Arena _predicate_
location __object_. North Wall Quay
__subject_. 3Arena _-predicate_. architect
__object_. HOK SVE __subject._. 3Arena
__predicate_. completionDate __object__
December 2008

Success!

(3arena, December 2008 = 37 times in training
set) (3Arena, HOK SVE = 36 times in the training
set) (3Arena, HOK SVE, 2008 = 26 times the
training set) (3Arena, HOK SVE, 2008, North
Wall Quay = 6 times the training set)

Hence, the model successfully realized
location and its arguments in Example 5.4 and
Example 5.5, even though it failed to produce
this text in the very similar Example 5.3. The
model indeed seems to learn how to realize triples
built using 1ocation as their predicate, and the
following example can be used to support this
conclusion:

Example 5.6 HOK SVE 6bu1 apxureKTopoMm
3Arena, koropblii HaxoauTca Ha Mocry Mcr-
JINHK.

EN: HOK SVE was the architect of 3Arena, which
is on the East Link Bridge.

Source: __subject_. 3Arena _predicate_
location __object_. East Link Bridge
__subject__ 3Arena _predicate__ architect
__object_. HOK SVE

Success!

(3Arena, HOK SVE, East Link Bridge = 2
times the training set)

The training corpus contains no exact match
to this example, either content-wise (source) or
realization-wise (text). In particular, every time
terms 3Arena, HOK SVE,and.East Link Bridge
appear in the same source (and are realized in
the corresponding text), they are accompanied by
the completionbate. The model apparently is
capable of learning how to generate text without
completionDate When the latter is not present in
a source MR.



Our model is also successful in the following
example, where it realizes the location by Dublin
(which it failed to produce in Example 5.3). Fur-
thermore it correctly realizes Populous (entity
name) and the predicate architect.

Example 5.7 Kommnanus Populous 6s11a apxu-
TekTOpoM 3Arena, pacrosioxennoii B y6une.
EN: Populous is the architect of 3Arena located at
Dublin.
Source: __subject_. 3Arena __predicate__
location __object_. Dublin __subject__
3Arena __predicate_. architect __object__
Populous
Sucsess !
(3arena, Dublin = 69 times in the training set)
(3arena, Populous = 30 times in the training set)
(3Arena, Populous, Dublin = 10 times in the
training set)

(company)

As we see in the case of Example 5.7, the model
realized correctly the triple __subject__ 3Arena
__predicate__ architect __object__ Populous
(company) . But in Example 5.8, the model fails on
the very same triple. In fact, it does not generate
any textual realization corresponding to that triple.
We cannot explain why this happens, even by
looking in the training set (the numbers are close
across both the examples on which the model
failed and on which it succeeded).

Example 5.8 3Arena, nocrpoennast B jiekabpe
2008 roma, pacrnosoxkena B lybmme.

EN: The 3Arena, completed in December 2008, is
located in Dublin.

Source: __subject_. 3Arena _predicate__
location __object_. Dublin __subject_.
3Arena __predicate_. architect __object_
Populous (company) -_-subject_. 3Arena
__predicate_. completionDate __object_
December 2008 predicate completionDate
object December 2008

Fails on: __subject_. 3Arena __predicate__
architect __object_. Populous (company)
(3arena, Populous = 30 times in the training
set) (3Arena, Populous, December 2008 =
20 times the training set) (3Arena, Populous,
December 2008, Dublin = 7 times the training

set)

6 Conclusions

For Russian, we have seen that in certain cases
the models successfully realize meaning represen-
tations in text, both with respect to fluency and
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content, but they fail to do the same in very simi-
lar cases. To analyze such cases, we looked into
distributions of the relevant data in the training set.
While considering distributions provides some in-
sight into the models output, further investigation
is needed to explain a number of issues.

It is common knowledge that more data means
better performance, and our observations are con-
sistent with this view. Nonetheless, we observed
that the same frequency of two entities or predicates
in the training data doesn’t determine whether the
model consistently produces the text corresponding
to such content. It is not impossible augmenting
the data would induce more errors; this could make
the model more biased towards producing text we
would like to avoid. Thus it is not straightforward
to say whether simple data augmentation would
help.

Pretrained models excel due to their accumulat-
ing valuable knowledge about the world (seman-
tic and pragmatic) and the language (lexical and
morpho-syntactic). To analyze the performance of
a pretrained model that is fine-tuned on some spe-
cific data, for a specific task, is not straightforward.
The possible sources of success or failure are nu-
merous — it might be the pretrained model is the
source of success, but contradictory results could
be due to inherent biases in the pretrained model.

To conclude, we believe that both the architec-
ture of the model and the data needs to be scruti-
nized to understand why the model and the data do
or do not produce good results.

Nevertheless, on the whole we find that large-
scale pretrained models work remarkably well on
the WebNLG tasks, especially TS5 for English. To
our surprise though, we find that reverse model
reranking does not appear to work well with pre-
trained models. This could indicate that it is easier
for a pretrained model to learn to generate nat-
ural language text from meaning representations
than the reverse task of reconstructing meaning rep-
resentations from text. In the future, we aim to
investigate better reranking scorers to realize the
potential of reranking shown by the BLEU oracle.
Additionally, it would also be interesting to lever-
age the shape information among the triples and
employ constrained decoding (Balakrishnan et al.,
2019) to guarantee the correctness of realizations.
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