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2 Université d’Antananarivo
3 ESPE, UT2J

{faneva.ramiandrisoa, josiane.mothe}@irit.fr

Abstract
This paper describes the participation of the IRIT team in the TRAC (Trolling, Aggression and Cyberbullying) 2020 shared task
(Bhattacharya et al., 2020) on Aggression Identification and more precisely to the shared task in English language. The shared task was
further divided into two sub-tasks: (a) aggression identification and (b) misogynistic aggression identification. We proposed to use the
transformer based language model BERT (Bidirectional Encoder Representation from Transformer) for the two sub-tasks. Our team
was qualified as twelfth out of sixteen participants on sub-task (a) and eleventh out of fifteen participants on sub-task (b).
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1. Introduction
Social media has become one of the key ways people com-
municate and share opinions (Pelicon et al., 2019). These
platforms, such as Twitter or WhatsApp, allow people to
fully or partially hide their identity and this leads to the
proliferation of abusive language and an increase of aggres-
sive and potential harmful content on social media (Zhu et
al., 2019). Automatically monitoring user-generated con-
tent in order to help moderate social media content is thus
an important topic and has attracted significant attention in
recent years as evidenced in recent publications (Mishra et
al., 2019; Struß et al., 2019; Zampieri et al., 2019). Sev-
eral studies focus on the automatic detection of abusive lan-
guage such as hate speech (Warner and Hirschberg, 2012),
cyberbullying (Dadvar et al., 2013), aggression (Kumar et
al., 2018). Different evaluation forums have also been pro-
posed in order to foster the development of systems to help
abusive language detection. Among them, we can mention
TRAC (Kumar et al., 2018), GermEval (Struß et al., 2019),
and SemEval-2019 Task 6 (Zampieri et al., 2019).
In this work, we report the work we carried out on ag-
gression identification and our participation in the second
edition of TRAC (Trolling, Aggression and Cyberbullying).
The objective of TRAC shared task is to automatically de-
tect aggression in text. During the first edition, the objective
was to develop a classifier that could make a 3-way clas-
sification between ”Overtly Aggressive”, ”Covertly Ag-
gressive” and ”Non-aggressive” text data. Deep learning
approaches were widely used during the shared task and
achieved the best performance (Kumar et al., 2018).
For the second edition of TRAC (Bhattacharya et al., 2020),
the organizers proposed two sub-tasks: (a) aggression iden-
tification and (b) misogynistic aggression identification.
The objective of sub-task (a) is the same as in the first edi-
tion of TRAC which is to classify the text according to 3
classes. The objective of sub-task (b) is to develop a binary
classifier for classifying the text as ”gendered” or ”non-
gendered”.
For our participation in this second edition of TRAC, we
proposed variants of a model that use transfer learning

based on the BERT model (more details in Section 4.) to
tackle the problem of the two sub-tasks.
The rest of this paper is organized as follows: Section 2.
presents related work in the area of abusive language de-
tection; Section 3. describes the TRAC data set as well as
the pre-processing we developed; Section 4. describes the
methodology we propose to answer the TRAC challenge as
well as the submitted runs; Section 5. presents the results
and discusses them; finally, Section 6. concludes this paper
and presents some future work.

2. Related Work
Automatically detecting abusive language from textual
analysis has gained momentum (Maitra and Sarkhel,
2018). Schmidt and Wiegand (2017) present a survey
on hate speech detection using Natural Language Process-
ing (NLP). The authors report that supervised learning ap-
proaches, such as support vector machines (SVM) and re-
current neural networks, are predominantly used to solve
the the problem. They also report that features such as sim-
ple surface features (eg. bag of words, n-grams, etc.), word
generalization (eg. word embedding, etc.), knowledge-
based features (eg. ontology, etc.), are widely used for hate
speech detection. On the other hand, Mishra et al. (2019)
report an overview of abuse detection methods as well as
a detailed overview of data sets that are annotated for abu-
sive language detection. The authors noticed that many re-
searchers have relied on text-based features for abuse de-
tection while the recent state of the art approaches rely
on deep learning approaches such as Convolutional Neural
Networks (CNN) and Recurrent Neural Networks (RNN).
Several European projects and workshops are tackling this
challenge (Laurent, 2020; Hoang et al., 2020) and a num-
ber of evaluation forums that deal with offensive content,
hate speech and aggression have been organized recently.
These initiatives confirm the increasing interest in this field
(Pelicon et al., 2019). To solve this challenge, participants
heavily use deep learning techniques and achieve the best
effectiveness. This is the case in GermEval (Struß et al.,
2019), SemEval-2019 Task 6 (Zampieri et al., 2019) and
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the first edition of TRAC (Kumar et al., 2018).
The first edition of TRAC (Kumar et al., 2018), denoted
as TRAC 2018 in the remainder of this paper, focused
on aggression identification considering both English and
Hindi languages. The objective was to classify texts into
three classes: Non-Aggressive (NAG), Covertly Aggres-
sive (CAG), and Overtly Aggressive (OAG). Facebook
posts and comments were provided for training and vali-
dation, while, for testing, two different sets, one from Face-
book and one from Twitter, were provided. The best per-
formance during the shared task in English language was
achieved with deep learning approaches both on Facebook
and Twitter test sets (Kumar et al., 2018). During this
shared task, apart from deep learning approaches, partic-
ipants considered classical machine learning methods (eg.
Random Forests) based on features as in (Ramiandrisoa and
Mothe, 2018; Arroyo-Fernández et al., 2018; Risch and
Krestel, 2018). In Hindi language, Logistic regression over
lexical features gave the best performance on Facebook set
and second best performance on Twitter sets (Samghabadi
et al., 2018).
In the next section, we will describe the second edition of
TRAC, denoted as TRAC 2020 in the remainder of this pa-
per, in which we participated as well as the methodology
we adopted.

3. Data and preprocessing
In this section, we detail the data set used during the second
edition of TRAC as well as how we preprocessed it for text
cleaning and added external data to increase the training
data set.

3.1. Data set
The second edition of the TRAC shared task (Bhattacharya
et al., 2020) (TRAC 2020) was divided into two sub-tasks,
namely aggression identification (sub-task (a)) and misogy-
nistic aggression identification (sub-task (b)). The organiz-
ers provided a new data set, different from the ones made
available during TRAC 2018. The training and validation
sets are composed of 5,000 aggression-annotated data from
social media each in Bangla (in both Roman and Bangla
script), Hindi (in both Roman and Devanagari script) and
English. The test set is composed of 1,200 data from so-
cial media each in Bangla, Hindi and English. During this
edition, we used the English parts only.
For sub-task (a), each text data is labeled as Non-
Aggressive (NAG), Covertly Aggressive (CAG), or Overtly
Aggressive (OAG). The label NAG is used for text that is
generally not intended to be aggressive, CAG is used for
text that contains hidden or indirect aggression and finally
OAG is used for text that contains open and direct aggres-
sion.
For sub-task (b), each text data is labeled as gendered
(GEN) or non-gendered (NGEN). The text instances used
in both sub-tasks are the same, just labels are different.
Table 1 details the English data set used in this work.

3.2. Preprocessing
In this section, we describe the preprocessing steps we ap-
plied to the data instances in order to clean them. We also

Number of Train Validation Test
texts 4,263 1,066 1,200
OAG 435 113 286
CAG 453 117 224
NAG 3,375 836 690
GEN 309 73 175
NGEN 3,954 993 1,025

Table 1: Distribution of training, validation and test data on
English TRAC 2020 data collection.

describe the two methods we used we used to enlarge the
data set in order to get a balanced data set because as we
can see in table 1, classes are imbalanced. In various appli-
cations balanced data sets have been shown to perform bet-
ter than imbalanced ones (Chawla et al., 2002; Khan et al.,
2017), and various methods have been developed to over-
come data imbalance (Prati et al., 2015).
Data Preprocessing : we converted all texts into lower-
case and all ”URL” are substituted by ”http”. We also sub-
stituted emoticon into their text equivalents by using the
online emoji project on github1. We treated the substituted
phrase as regular English phrase. Finally, we removed non
UTF-8 words.
Enlarging the data sets : we added more data in order to
increase the number of items in low populated classes. We
enlarged the data set for sub-task (a) only because, in that
case, we have the data set of TRAC 2018 (the first edition)
at our disposal which is annotated with the same class labels
as used for sub-task (a).
We proposed two methods to complement the data set for
the sub-task (a):

(i) for the first method, we used all the data set provided
during the first edition, i.e. we used the training, val-
idation and the two test sets. For this, we took all
the text data labeled as CAG or OAG from the TRAC
2018 sets and added them to the training data of TRAC
2020. The resulting data set is called first enlarged
data set and is composed of 14,039 texts where there
is 6,305 CAG, 4,359 OAG and 3,375 NAG.

(ii) for the second method , we used only the training set of
TRAC 2018. More precisely we took some of the text
data labeled as CAG or OAG, respectively 2,922 and
2,940, and added them to the training data of TRAC
2020 in order to have the same number of instances
per classes to train the model. The resulting data set
is called second enlarged data set and is composed of
10,125 of text data where the number of items in each
class is 3,375.

In the next section, we describe the models associated to
the runs we submitted to TRAC 2020 shared task.

4. Methodology
We submitted five runs during the TRAC 2020 shared task,
three for sub-task (a) and two for sub-task (b). These five

1https://github.com/carpedm20/emoji, accessed
on February, 04th 2020

https://github.com/carpedm20/emoji
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runs are based on a system that uses BERT model (Devlin et
al., 2019). More precisely, we used the BERT model com-
bined in parallel with a low-dimensional multi-head atten-
tion layer (Projected Attention Layers or PALs) which was
proposed by (Stickland and Murray, 2019) and denoted as
BERT Pals in the remainder of this paper. BERT Pals was
designed for multi-task learning but it can be used for a
single task learning. We used BERT Pals because it gave
better result than just BERT on the validation set during the
model training.
To understand the BERT Pals model, let us first explain
the original BERT model architecture. The original BERT
model is simply a stack of BERT layers. In the literature,
two types of BERT architecture are widely used: BERT-
large (composed of 24 BERT layers) and BERT-base (com-
posed of 12 BERT layers).
BERT takes in a sequence of tokens2 and outputs a vec-
tor representation of that sequence. Each token in the se-
quence has its own hidden vector and these hidden vec-
tors are transformed with the first BERT layer to get the
first hidden states. The first hidden states are transformed
through successive BERT layers and get at the end the final
hidden states3.
A BERT layer follows a transformer architecture based on
a multi-head attention layer (Vaswani et al., 2017). The
multi-head layer consists of n different dot-product atten-
tion mechanisms
The BERT Pals model modify the original BERT by adding
a task-specific function in parallel with each BERT layer.
Figure 1 provides an illustration of the architecture of the
BERT Pals model with only two layers for simplicity.
For a more detailed explanation of the BERT Pals model,
we refer readers to (Stickland and Murray, 2019). The code
of (Stickland and Murray, 2019) is also open-source and is
available in github4.
In their work, Stickland and Murray (2019) used the same
configuration of BERT-base architecture as in (Devlin et
al., 2019). However, in our work, we changed it to the
configuration of BERT-large architecture because Devlin
et al. (2019) stated that BERT-large achieved better per-
formances than BERT-base. For the other configurations,
which are specific to BERT Pals, we used the same as in
(Stickland and Murray, 2019)’ work, except the task sam-
pling that is useless in the case of a single task. Indeed, in
our work, we train the model on one task only so we do not
need to use the tasks sampling method which is essential
for multi-task learning.

4.1. Runs submitted to TRAC 2020
Sub-task (a): For this sub-task, we submitted three runs
obtained from BERT Pals models that were trained with a
mini-batch size of 32, a maximum sequence length of 40
tokens, Adam optimizer with learning rate of 2e-5, number
of epochs of 3 and learning rate warm-up over the first 10

2A special classification embedding ([CLS]) is always inserted
as the first token of every sequence.

3Only the final hidden state of [CLS] is used as the aggregate
sequence representation for classification or regression tasks.

4https://github.com/AsaCooperStickland/
Bert-n-Pals

Figure 1: Schematic diagram (Stickland and Murray, 2019)
of adding Projected Attention Layers or PALs in parallel
with self-attention (SA) layers in a BERT model, with only
two layers for simplicity. LN refers to layer-norm.

% of the steps. The difference between these three mod-
els is the training data on which they were trained. The
first model (model A 1) was trained on the training data of
TRAC 2020 only, while the second model (model A 2) was
trained on the first enlarged data and finally the last model
(model A 3) was trained on the second enlarged data.
Sub-task (b): For this sub-task, we submitted two systems
also obtained from BERT Pals models trained with a mini-
batch size of 32, a maximum sequence length of 40 to-
kens, adam optimizer with learning rate of 2e-5, number of
epochs of 3 and learning rate warm-up over the first 10% of
steps. The difference between the models was also the data
on which they were trained. The first model (model B 1)
was trained on the training data of TRAC 2020 only while
the second model (model B 2) was trained on both the
training and validation data of TRAC 2020.
The training was carried out on an Nvidia Geforce GTX
1080TI GPU and took between 3 to 6 minutes in total.
In the next sections, we report the results we obtained dur-
ing the TRAC 2020 shared task.

5. Results
This section reports the results our team obtained on the
English data sets when participating to TRAC 2020. More
details on other participants’ systems are presented in (Ku-
mar et al., 2020).
Table 2 presents the results we obtained for sub-task (a) and
table 3 the ones for sub-task (b).
For sub-task (a), we can see that the model (model A 3)
trained on the balanced data set gives the best performance
(weighted F1 of 0.6352). Nonetheless, this model achieved
just the twelfth rank over sixteen participants runs during
the TRAC 2020 challenge, where the best team achieved a
weighted F1 of 0.8029.
For sub-task (b), we can see that the model (model B 1)
trained on the training data of TRAC 2020 only gives the

https://github.com/AsaCooperStickland/Bert-n-Pals
https://github.com/AsaCooperStickland/Bert-n-Pals
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System F1 (weighted) Accuracy
model A 1 0.6179 0.6958
model A 2 0.5894 0.645
model A 3 0.6352 0.6967

Table 2: Results of our three models for sub-task (a) on
English test set. Bold font highlights the best performance.

best performance according to weighted F1 (0.8202) while
the model (model B 2) trained on both training and valida-
tion sets of TRAC 2020 gives the best result when consid-
ering accuracy score. Nonetheless the model B 1 achieved
just eleventh rank over fifteen participants runs during the
TRAC 2020 challenge where the best team achieved a
weighted F1 of 0.8716. We should mention that the perfor-
mance of our models are closer to the best in this sub-task
(b) than in sub-task (a).

System F1 (weighted) Accuracy
model B 1 0.8202 0.8433
model B 2 0.7870 0.8542

Table 3: Results of our two models for sub-task (b) on En-
glish test set. Bold font highlights the best performance.

5.1. Discussion
When analyzing the results of our models according to con-
fusion matrix on sub-task (a), we can see that they hardly
identify CAG. From the confusion matrix presented in fig-
ure 2, we can see that our best model confuses NAG and
CAG, and the same holds for CAG and OAG. It confirms
our hypothesis, when reading some texts from the training
set, that it is easier to distinguish texts labelled as NAG
from texts labelled as OAG than from texts labelled as
CAG. This difficulty to detect CAG is the main weakness
of our model, this is why our ranking is so poor during the
competition. With BERT Pals, we are able to detect the six
CAG while using normal/original BERT, we do not even
predict CAG at all.
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Figure 2: Heatmap of the confusion matrix for our best
model (model A 3) on sub-task (a)

For the sub-task (b), our model performs better than for
sub-task (a) but hardly predict GEN cases as we can see in
Figure 3 for our best model; the same holds for the other
model which does not even predict GEN cases at all. This
is likely to be due to the imbalanced nature of the data set as
there are about thirteen times more NGEN cases than GEN
cases. This finding confirms what (Pelicon et al., 2019)
said in their work that transfer learning with BERT does
not perform well on imbalanced data sets.
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Figure 3: Heatmap of the confusion matrix for our best
model (model B 1) on sub-task (b)

6. Conclusion and Future Work
In this paper, we presented our participation in the sec-
ond edition of TRAC shared task in English language for
both sub-tasks: (a) aggression identification and (b) misog-
ynistic aggression identification. We used BERT model
to tackle the problem of the two sub-tasks. On the first
sub-task, our best model achieved a weighted F1 of 0.6352
which ranked our team on the twelfth place over sixteen
participants runs. On the second sub-task, our best model
achieved a weighted F1 of 0.8202 which placed our team to
the eleventh rank over fifteen participants runs. However, in
this second task, the performance of our models are closer
to the best.
We noticed that the class imbalances in the data set had
a significant impact on the performance of our models.
Adding instances from an external data set to the minor-
ity classes on sub-task (a) proved to be the most consistent
technique to improve the performance of our models. Nev-
ertheless on this sub-task, our models met another problem
which is to differentiate covertly aggressive cases and non-
aggressive cases.
Our aim for the short term future work is to balance the
data set for sub-task (b) in order to see if it improves the
results. We also plan to test different techniques to tackle
the problem of imbalanced data sets. For long term future
work, we aim to make our proposed models more robust
to imbalanced data set. We also plan to investigate why it
is hard for our models to detect covertly aggressive by an-
alyzing the text in the training data set with keywords ex-
traction technique such as the one we developed in (Mothe
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et al., 2018). We may also investigate more on keywords
by using them instead of long text as input to our models.

Ethical issue. While TRAC challenge has its proper ethi-
cal policies, detecting aggressive content from user’s posts
raises ethical issues that are beyond the scope of the paper.
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