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Abstract
The way people communicate have changed in many ways with the outbreak of social media. One of the aspects of social media is
the ability for their information producers to hide, fully or partially, their identity during a discussion; leading to cyber-aggression and
interpersonal aggression. Automatically monitoring user-generated content in order to help moderating it is thus a very hot topic. In
this paper, we propose to use the transformer based language model BERT (Bidirectional Encoder Representation from Transformer)
(Devlin et al., 2019) to identify aggressive content. Our model is also used to predict the level of aggressiveness. The evaluation part of
this paper is based on the dataset provided by the TRAC shared task (Kumar et al., 2018a). When compared to the other participants of
this shared task, our model achieved the third best performance according to the weighted F1 measure on both Facebook and Twitter
collections.
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1. Introduction

Over the years, social media has become one of the key
ways people communicate and share opinions (Pelicon et
al., 2019). These platforms such as Twitter or WhatsApp,
have changed the way people communicate (Décieux et al.,
2019). Indeed, the ability to fully or partially hide their
identity leads people to publish things that they probably
would never say to someone face to face (Pelicon et al.,
2019). Several studies have observed the proliferation of
abusive language and increase of aggressive and potentially
harmful contents on social media (Zhu et al., 2019). Al-
though most of the forms of abusive language are not crim-
inal, they can lead to a deterioration of public discourse and
opinions, which can in turn generate a more radicalized so-
ciety (Pelicon et al., 2019).
Some studies focus on the automatic detection of abusive
language as a first step. Different types of abusive content
detection have been defined and studied such as hate speech
(Warner and Hirschberg, 2012), cyberbulling (Dadvar et al.,
2013), aggression (Kumar et al., 2018a).
In parallel, different evaluation forums propose shared tasks
to foster the development of systems to help abusive lan-
guage detection. Among them, we can cite: TRAC (Kumar
et al., 2018a), GermEval (Struß et al., 2019) and SemEval-
2019 Task 6 (Zampieri et al., 2019).
The objective of SemEval-2019 Task 6 and GermEval is
to detect offensive language in tweets, respectively in En-
glish and German. To solve these shared tasks, participants
heavily rely on deep learning approaches as well as transfer
learning using the transformer based language model BERT
(Devlin et al., 2019); with good success (Struß et al., 2019;
Zampieri et al., 2019).
As for the TRAC shared task, the objective is to detect
aggression in Facebook and Twitter posts and comments.
Deep learning approaches are also widely used in this
shared task and achieved the best performance (Kumar et
al., 2018a). However, no participant used transfer learn-

ing based on BERT model while this model achieved good
performance on offensive language detection and on a wide
range of Natural Language Processing (NLP) tasks. Indeed,
BERT model broke several records for how well models can
handle language-based tasks. Moreover, to the best of our
knowledge, the BERT model has never been used on the
TRAC dataset in the literature. This statement motivated us
to conduce this work and evaluate a BERT model approach
on the TRAC task.
In this paper, we proposed a model that uses transfer learn-
ing technique based on the on BERT model to address the
problem of aggression identification on Facebook and Twit-
ter content (more details in Section 3.). We evaluate the
model on the dataset provided by the TRAC shared task.
We also compare our model with the ones of the partic-
ipants to the shared task. For this, we adopted the same
rules as during the shared task (Kumar et al., 2018a).
The rest of this paper is organized as follows: Section 2.
presents related work in the area of offensive detection and
different existing shared tasks in this domain; Section 3.
describes the methodology we propose for aggression de-
tection; Section 4. describes in detail the TRAC dataset
and evaluation measures we use for evaluation; Section 5.
presents the results and discusses them; finally, Section 6.
concludes this paper and presents some future work.

2. Related Work
Recent overviews of related work on the detection of abu-
sive language are presented in (Schmidt and Wiegand,
2017) and (Mishra et al., 2019). (Schmidt and Wiegand,
2017) presents a survey on hate speech detection using Nat-
ural Language Processing (NLP). The authors report that
supervised learning approaches are predominantly used for
this later task. Support vector machines (SVM) and recur-
rent neural networks are the most widespread. The authors
also report that features are widely used for hate speech
detection, such as simple surface features (e.g. bag of
words, n-grams, etc.), word generalization (e.g. word em-
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bedding, etc.), knowledge-based features (e.g. ontology,
etc.), ... (Mishra et al., 2019) report a survey of automated
abuse detection methods as well as a detailed overview of
datasets that are annotated for abuse. The authors notice
that many researchers have exclusively relied on text based
features for abuse detection while the recent state of the art
approaches rely on word-level Convolutional Neural Net-
works (CNN) and Recurrent Neural Networks (RNN).
Within shared tasks on abusive language detection, partic-
ipants heavily use deep learning techniques that achieved
good performances. This is the case for GermEval (Struß
et al., 2019), SemEval-2019 Task 6 (Zampieri et al., 2019)
and TRAC (Kumar et al., 2018a).
GermEval (Struß et al., 2019) is a shared task that focuses
on the detection of offensive language on German tweets.
During this shared task, the best performing system on
the various sub-tasks of the challenge uses the transformer
based language model BERT (Devlin et al., 2019), which
convinced us to consider BERT in our work as well.
SemEval-2019 Task 6 (Zampieri et al., 2019) is a shared
task that focused on identification and classification of of-
fensive language in social media, more precisely on English
tweets. During the SemEval-2019 Task 6, the transformer
based language model BERT (Devlin et al., 2019) was also
widely used and achieved top performances, and even in
the case it did not achieve the best performance, overall it
performed well.
Finally, TRAC (Kumar et al., 2018a) is a shared task that
focuses on aggression identification considering both En-
glish and Hindi languages. The objective is to classify texts
into three classes: Non-Aggressive (NAG), Covertly Ag-
gressive (CAG), and Overtly Aggressive (OAG). Face-
book posts and comments are provided for training and
validation, while, for testing, two different sets, one from
Facebook and one from Twitter, were provided. The best
performance during the shared task was achieved with deep
learning approaches whether on Facebook test set or Twit-
ter test set (Kumar et al., 2018a). During this shared
task, apart from deep learning approaches, such as CNN +
LSTM architecture (Ramiandrisoa, 2020), participants con-
sidered classical machine learning methods (e.g. Random
Forests) based on features as in (Ramiandrisoa and Mothe,
2018; Arroyo-Fernández et al., 2018; Risch and Krestel,
2018). However, no team used BERT model for aggression
detection and according to our knowledge, it was also never
used on the TRAC dataset. In this paper, we propose to use
this transformer based language model for aggression de-
tection on TRAC dataset since it achieved good results on
other shared tasks, specifically on abusive language detec-
tion and it has also advanced the state of the art for eleven
Natural Language Processing (NLP) tasks (Devlin et al.,
2019).
In the next Section, we describe the methodology we
adopted as well as the TRAC dataset we used.

3. Methodology
According to related work where the transformer-based lan-
guage model BERT (Devlin et al., 2019) achieves the top
performance on offensive language and hate speech detec-
tion, we decided to adopt it for the aggression detection

problem. For best understanding of our model, in this sec-
tion, we provide first a short description of BERT model
before describing our model.

3.1. BERT details
BERT or Bidirectional Encoder Representations from
Transformers is a new method of pre-training language rep-
resentations which obtains state-of-the-art results on a wide
range of NLP tasks. Using BERT has two stages : pre-
training and fine-tuning.
During pre-training, a deep bidirectional representation is
trained on unlabeled data by jointly conditioning on both
left and right context in all layers. Pre-training is fairly
expensive but fortunately a number of pre-trained mod-
els were trained at Google on the same corpus data com-
posed of BooksCorpus (800M words) (Zhu et al., 2015)
and English Wikipedia (2,500M words). These pre-trained
BERT models are publicly available on github1, so most
of NLP researchers do not need to pre-train their own
model from scratch. Two model sizes of pre-trained BERT
model are released which are BERTBase and BERTLarge.
The BERTBase model contains 12 layers of size 768,
12 self-attention heads and 110M parameters, while the
BERTLarge model contains 24 layers of size 1024, 16 self-
attention heads and 340M parameters.
Compared to pre-training, fine-tuning is relatively inex-
pensive. Fine-tuning BERT model consists of consists of
adding one additional output layer to the pre-trained model,
then train it on labeled data from the downstream task to
create a new model. With this method, there is no need
of task-specific architecture modifications. In other words,
the fine-tuning is a transfer learning of pre-trained BERT
model. More details on BERT can be found in (Devlin et
al., 2019).

3.2. Model details
In this work, we fine-tuned the BERTLarge model since it
gives better performance than the BERTBase model in a
variety of tasks (Devlin et al., 2019).
As BERT is a pre-trained model, it requires a specific for-
mat for the input data. As input, it requires three sequences
(of the same length): sequence of token IDs, sequence of
mask IDs and sequence of segment IDs. In others words,
we should convert all texts in our corpus into triplets of se-
quences.
In the following, we detail how to transform a given text
into a triplet of sequences as illustrated in Figure 1:

1) Break text into sequence of tokens by using the BERT
tokenizer. A maximum sequence length is fixed in or-
der to have the same length for all sequences in the
corpus. So longer sequences are truncated to the size
of maximum sequence length minus two and shorter
sequences are padded. In this paper, we set the maxi-
mum sequence length to 40 tokens because the maxi-
mum length of our preprocessed text is equal to 32 in
the training set and 31 in the validation set. In other
words, we do not cut any texts during training.

1https://github.com/google-research/bert,
accessed on February, 04th 2020

https://github.com/google-research/bert
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2) Add the token ”[CLS]” at the beginning of the se-
quence of tokens and the token ”[SEP]” at the end.

3) Convert each token in the sequence of tokens into ID
by using also the BERT tokenizer. The result of the
conversion is the sequence of token IDs.

4) Pad with 0 the sequence of token IDs with length less
than the maximum sequence length fixed in step 1).

5) Build the sequence of mask IDs which is used to in-
dicate which elements in the sequence of token IDs
are real tokens and which are padding elements. The
mask has 1 for real tokens and 0 for padding tokens.
Figure 1 illustrates this process on an example.

6) Build the sequence of segment IDs which contains
only 0 as elements because we classify a text. See
Figure 1 for an illustrative example.

Figure 1: The sequence of token IDs, sequence of mask IDs
and sequence of segment IDs from a text. In that illustrative
example, the maximum sequence length is fixed to 7.

With regard to the output, a linear layer composed of three
nodes is added. This is because there are three classes in
the TRAC shared task dataset.
During training, more precisely fine-tuning, we used a
batch size of 8, the Adam optimizer with a learning rate of
2e-5 and a number of epochs of 3 as parameters. For the im-
plementation, we used the library pytorch-pretrained-bert2.
Training was carried out on a Nvidia Geforce GTX 1080TI
GPU and took about 39 minutes in total.
In the next sections, we report the evaluation framework
and then the results of our fine-tuned BERT model.

2https://github.com/shehzaadzd/
pytorch-pretrained-BERT, accessed on February,
04th 2020

4. Evaluation framework
In this section, we detail the dataset we used in this paper
to evaluate our model as well as how we preprocessed it for
text cleaning; we also present the evaluation measure.

4.1. Data
4.1.1. Data Description
The dataset used in this work is the dataset provided for the
TRAC shared task (Kumar et al., 2018a) which is a subset
of dataset describes in (Kumar et al., 2018b). It consists in
English and Hindi randomly sampled Facebook and Twitter
comments. In this study, we focused on the English part
only, which is detailed in Table 1.
In the dataset, comments are annotated with 3 levels of ag-
gression:

• Non-Aggressive (NAG) : this label is used for data
that is generally not intended to be aggressive and
mostly used while wishing or supporting individuals
or groups.

• Covertly Aggressive (CAG) : this label is used for data
that contains hidden aggression and sarcastic negative
emotions such as using metaphorical words to attack
an individual or a group.

• Overtly Aggressive (OAG) : this label is used for data
that contains open and direct aggression such as a di-
rect verbal attack pointed towards any group or indi-
vidual.

The dataset in the shared task was divided in three sets:
training, validation and test. The training and validation
sets are used to build models and are only composed of
comments from Facebook. Considering English only, the
training set is composed of 11,999 comments while the val-
idation set is composed of 3,001 comments.
For the test set, two collections were given: the first is com-
posed of 916 comments crawled from Facebook and the
second is composed of 1,257 comments crawled from Twit-
ter. The collection built from Twitter is what the organiz-
ers named the surprise collection and the idea behind this
collection is to test the power of generalization of the de-
veloped model. Indeed, the model is trained on Facebook
content but tested on both Facebook and Twitter contents.

Number Train Validation Test
of Facebook Twitter
texts 11,999 3,001 916 1,257
OAG 2,708 711 144 361
CAG 4,240 1,057 142 413
NAG 5,051 1,233 630 483

Table 1: Distribution of training, validation and testing data
on English TRAC 2018 data collection.

4.1.2. Preprocessing
In this section, we describe the preprocessing steps we ap-
plied on Facebook and Twitter comments in order to clean

https://github.com/shehzaadzd/pytorch-pretrained-BERT
https://github.com/shehzaadzd/pytorch-pretrained-BERT
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them before using it to learn the model when training and
to evaluate it when testing.
Emoticon substitution : we used the online emoji project
on github https://github.com/carpedm20/
emoji 3 to map the emoticon unicode to substituted
phrase. Then we treat the substituted phrase into regular
English phrase.
HashTag segmentation : HashTags are commonly used
in social media like Twitter, Instagram, Facebook,... In
order to detect whether an HashTag contains abusive
or offensive words, we used an open source word seg-
mentation available on github https://github.com/
grantjenks/python-wordsegment 4. One exam-
ple would be ”#asshole” segmented as ”asshole” which is
offensive in this case.
Misc. : we converted all texts into lowercase. Also all
”URL” is substituted by ”http”. And Finally, we removed
all digit, punctuation, email and non UTF-8 word.

4.2. Evaluation measure
The evaluation metric used in this paper is the same mea-
sure as used in the TRAC shared task which is the weighted
F1. The weighted F1 is equal to the average of the F1 (given
by equation 1) of each class label; it is an weighted average,
weighted by the number of instances for each class label.

F1 = 2
R ∗ P
R+ P

(1)

where P = TP
TP+FP is the precision, R = TP

TP+FN is the
recall, TP denotes the true positives, FP the false posi-
tives, and FN the false negatives.

5. Results
Table 2 (resp. Table 3) summarizes our results on Face-
book (resp. on Twitter) test set. In each table, we can see
the three best results from participants in the TRAC work-
shop and our model which is the fine-tuned of the large
pre-trained BERT model.
On Facebook test set, the fine-tuned BERT model (our
model) achieves a weighted F1 of 0.627, clearly exceed-
ing the baseline and ranks our model 3rd when compared
to the participants of the TRAC shared task.

Systems Weighted
F1

Saroyehun (Aroyehun and Gelbukh, 2018) 0.642
EBSI-LIA-UNAM 0.632(Arroyo-Fernández et al., 2018)
BERT-based model (ours) 0.627
DA-LD-Hildesheim (Modha et al., 2018) 0.618

Table 2: Results for the English task on Facebook test set.
Bold value is the best performance.

On Twitter test set, the fine-tuned BERT model (our model)
achieves a weighted F1 of 0.595, clearly exceeding the
baseline and ranks also our model 3rd when compared to
TRAC shared task participants.

3accessed on February, 04th 2020
4accessed on February, 04th 2020

Systems Weighted
F1

vista.ue (Raiyani et al., 2018) 0.601
Julian (Risch and Krestel, 2018) 0.599
BERT-based model (ours) 0.595
saroyehun (Aroyehun and Gelbukh, 2018) 0.592

Table 3: Results for the English task on Twitter test set.
Bold value is the best performance.

In view of these results, our model can easily generalize
from one social media platform to another one. Indeed,
our model is trained on Facebook comments and achieved
good performance, the same 3rd rank, when tested on both
Facebook and Twitter comments. It is worth noticing that
the systems that outperforms ours are not the same on the
two collections, showing that there are less stable than ours.
The next step is to test our model on other social media
content.

5.1. Discussion
Figures 2 and 3 present the confusion matrices of our
model on Facebook and Twitter test sets respectively. When
analysing the results of our model according to weighted F1
on both test sets, we can see that our model mislabelled sev-
eral NAG instances with CAG class. In general, our model
shows better performance on classes with many training in-
stances compared with classes with less training instances
except with CAG class. Our model has some difficulty to
identify the CAG class. Indeed, even though the OAG class
has the smaller number of instances, the performance on
the OAG class is better than on the CAG class which has
more instances.
On the Facebook test set, CAG is the class where our model
is less performing, with an F1 score of 0.36, followed by
OAG class with an F1 score of 0.55 and NAG with 0.71.
From the figure 2, we can see that it is hard for our model
to distinguish CAG from NAG as it predicts 181 NAG in-
stances as CAG. We can see this also holds between OAG
and NAG where our model predicts 74 NAG instances as
OAG. This second case may be due to the number of in-
stances in the data set (used to train the model) because we
have about 2 times more NAG cases than OAG cases.
On the Twitter test set, the most problematic class to iden-
tify was also CAG where our model got an F1 score of 0.38,
followed by OAG with an F1 score of 0.66 and NAG with
0.73. Figure 3 shows that not only our model has some
difficulty to distinguish CAG from NAG but also has some
difficulty to distinguish CAG from OAG.

6. Conclusion and Future Work
This paper details the model we propose to solve aggres-
sion detection. It also reports the results we obtained on the
TRAC English dataset (Facebook and Twitter based) (Ku-
mar et al., 2018a). For this, we trained a neural network
based classifier by fine-tuning the pre-trained BERTLarge
model.
The evaluation shows that our model is able to detect ag-
gression in social media content and achieves the 3rd best

https://github.com/carpedm20/emoji
https://github.com/carpedm20/emoji
https://github.com/grantjenks/python-wordsegment
https://github.com/grantjenks/python-wordsegment
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Figure 2: Heatmap of the confusion matrix of our model on
Facebook test set.

Figure 3: Heatmap of the confusion matrix of our model on
Twitter test set.

result both on Facebook and Twitter test sets and this, even
if the model is trained on Facebook comments only.
For Future work, we plan to apply our model to the second
edition of the TRAC shared task5. Also we plan to improve
our preporcessing step by enlarging the training set with
data augmentation techniques or using external datasets be-
cause it has been shown to be effective in (Aroyehun and
Gelbukh, 2018). As for information representation, the In-
formation Nutritional Label could be worth investigating as
well since it has been shown to be interesting to represent
information for various IR tasks (Fuhr et al., 2018; Lespag-

5https://sites.google.com/view/trac2/home,
accessed on February, 04th 2020

nol et al., 2019), possibly combined with a key-phrase rep-
resentation which is semantically richer than word repre-
sentation (Mothe et al., 2018). We also plan to test our
model on related collections, tasks, and sub-tasks in order
to evaluate its robustness.

Ethical issue. While TRAC challenge has its proper ethi-
cal policies, detecting aggressive content from user’s posts
raises ethical issues that are beyond the scope of the paper.
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