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Abstract
This paper presents a system developed during our participation (team name: scmhl5) in the TRAC-2 Shared Task on aggression
identification. In particular, we participated in English Sub-task A on three-class classification (‘Overtly Aggressive’, ‘Covertly
Aggressive’ and ‘Non-aggressive’) and English Sub-task B on binary classification for Misogynistic Aggression (‘gendered’ or
‘non-gendered’). For both sub-tasks, our method involves using the pre-trained Bert model for extracting the text of each instance into
a 768-dimensional vector of embeddings, and then training an ensemble of classifiers on the embedding features. Our method obtained
accuracy of 0.703 and weighted F-measure of 0.664 for Sub-task A, whereas for Sub-task B the accuracy was 0.869 and weighted
F-measure was 0.851. In terms of the rankings, the weighted F-measure obtained using our method for Sub-task A is ranked in the 10th
out of 16 teams, whereas for Sub-task B the weighted F-measure is ranked in the 8th out of 15 teams.
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1. Introduction

In the era of social networks, we have witnessed an in-
crease in people misusing the platforms for propagating
messages that are offensive and/or aggressive. Therefore,
it has been a priority research topic for people to develop
tools for automatic detection of offensive language (Burnap
and Williams, 2015; Burnap and Williams, 2016).
Due to the rapid growth of data relating to online social in-
teractions, machine learning approaches have been increas-
ingly popular for natural language processing in social me-
dia analysis, such as word embedding through neural net-
work based learning approaches. In this paper, we describe
a system based on Bert embedding and ensemble learn-
ing, for participating in a shared task on aggression iden-
tification (Kumar et al., 2020) in the Second Workshop on
Trolling, Aggression and Cyberbullying. In particular, we
entered two sub-tasks (A and B) of the above-mentioned
shared task, where one is about a three-class classification
task for identifying that a text message is ‘Overtly Ag-
gressive’ (OAG), ‘Covertly Aggressive’ (CAG) or ‘Non-
aggressive’ (NAG), whereas the other one is about a binary
classification task for identifying that a message is ‘gen-
dered’ (GEN) or ‘non-gendered’ (NEGN). We obtained ac-
curacy of 0.703 and weighted F-measure of 0.664 for Sub-
task A, whereas for Sub-task B the accuracy and weighted
F-measure were 0.869 and 0.851, respectively. Moreover,
the weighted F-measure obtained using our method for
Sub-task A is ranked in the 10th out of 16 teams, where
the weighted F-measure ranked in the first place is 0.803.
For Sub-task B, the weighted F-measure obtained using our
method is ranked in the 8th out of 15 teams, where the
weighted F-measure ranked in the first place 0.872.
The rest of this paper is organized as follows: Section 2
provides a review of recently published works on identifi-
cation of aggressive languages. In Section 3, we describe
the shared task dataset in detail and present the method that
we adopted for developing our system for aggression iden-
tification. In Section 4, we report the results obtained on

both the validation data and the test data. In Section 5, the
conclusion of this paper is drawn and some further direc-
tions are suggested towards advancing the effectiveness of
aggression identification.

2. Related Work
Since the spread of online offensive and/or aggressive lan-
guage could lead to disruptive anti-social outcomes, it has
become critical in many countries to consider the posting of
such language as a legal issue (Banks, 2010) and to take ac-
tions against the propagation of aggression, cyberbullying
and hate speech (Banks, 2011).
In the context of machine learning based identification
of offensive and/or aggressive language, traditional ap-
proaches of feature extraction from text include Bag-of-
Words (BOW) (Kwok and Wang, 2013; Liu et al., 2019a),
N-grams (NG) in word level (Perez and Luque, 2019; Liu
and Forss, 2014; Watanabe et al., 2018), NG in character
level (Gambäck and Sikdar, 2017; Perez and Luque, 2019),
typed dependencies (Burnap and Williams, 2016), part-of-
speech tags (Davidson et al., 2017), dictionary based ap-
proaches (Tulkens et al., 2016) and othering lexicons (Bur-
nap and Williams, 2016; Alorainy et al., 2019). Some
traditional learning approaches used for training classi-
fiers include Support Vector Machine (SVM) (Burnap and
Williams, 2016; Indurthi et al., 2019; Perez and Luque,
2019; Orasan, 2018), Naive Bayes (NB) (Kwok and Wang,
2013; Liu et al., 2019a), Decision Trees (DT) (Watan-
abe et al., 2018; Liu et al., 2019a), Logistic Regression
(LR) (Xiang et al., 2012; Waseem and Hovy, 2016), de-
cision tree ensembles such as Random Forest (RF) (Bur-
nap and Williams, 2015; Orasan, 2018) and Gradient
Boosted Trees (Badjatiya et al., 2017), ensembles based
on SVM (Malmasi and Zampieri, 2018) and fuzzy ap-
proaches (Liu et al., 2019a; Liu et al., 2019b).
Moreover, some challenges in terms of discriminating hate
speech from profanity have been highlighted in (Malmasi
and Zampieri, 2018) for justifying the necessity of extract-
ing deeper features instead of superficial ones (e.g., BOW



63

and NG). From this perspective, embedding learning ap-
proaches have recently become the state of the art for auto-
matic extraction of semantic features, e.g. Word2Vec (No-
bata et al., 2016), Glove (Zhang et al., 2018; Badjatiya
et al., 2017; Kshirsagar et al., 2018; Orasan, 2018), Fast-
Text (Pratiwi et al., 2018; Herwanto et al., 2019; Galery
et al., 2018). There are also some end-to-end learning ap-
proaches of Deep Neural Networks (DNN) (Nina-Alcocer,
2019; Yuan et al., 2016; Ribeiro and Silva, 2019), e.g. Con-
volutional Neural Networks (CNN) (Gambäck and Sikdar,
2017; Park and Fung, 2017; Roy et al., 2018; Huang et
al., 2018), Long-Short Term Memory (LSTM) (Badjatiya
et al., 2017; Pitsilis et al., 2018; Nikhil et al., 2018; Ku-
mar et al., 2018) and Gated Recurrent Unit (GRU) (Zhang
et al., 2018; Galery et al., 2018) or combination of dif-
ferent DNN architectures in an ensemble setting (Madis-
etty and Desarkar, 2018), which are adopted for enhance-
ment of feature representation and classification, based on
word embeddings produced by Word2Vec, Glove or Fast-
Text. However, embedding approaches such as Word2Vec
can not achieve contextualized representation of words, i.e.
the same word used in different contexts is represented in
the same numeric vector using the above-mentioned ap-
proaches, which could affect the classification performance
due to the lack of contextual information from the fea-
tures. In order to achieve effectively contextualized repre-
sentation of features, some more advanced embedding ap-
proaches including ELMo (Bojkovsky and Pikuliak, 2019)
and Bert (Mozafari et al., 2019; Nikolov and Radivchev,
2019) have recently been developed showing the state of the
art performance for offensive and/or aggressive language
identification and other similar tasks of natural language
processing. There are also applications of Bert in the set-
ting of ensemble learning, e.g. an ensemble of Bert mod-
els has been applied to an offensive language identification
shared task (Risch et al., 2019).

3. Methodology and Data
In this section, we will provide details of the data set pro-
vided for the shared task and present the procedure of our
method in detail.

3.1. Dataset
The dataset (Bhattacharya et al., 2020) provided for the
shared task contains 6529 text instances in total, which in-
volves a training set of 4263 instances, a validation set of
1066 instances and a test set of 1200 instances. The char-
acteristics of the data set are shown in Table 1.

Table 1: Class Frequency on Training, Validation and Test
Sets

Task Class Training Set Validation Set Test set

Sub-task EN-A
NAG 3375 836 690
CAG 453 117 224
OAG 435 113 286

Sub-task EN-B
NGEN 3954 993 1025
GEN 309 73 175

For Sub-task A, the frequency distribution among the three
classes ‘NAG’, ‘CAG’ and ‘OAG’ in the training set is
3375:453:435, whereas the distributions in the validation

and test sets are 836:117:113 and 690:224:286, respec-
tively. The above details indicate that the training set has
a class frequency distribution very similar to the one in the
validation set but the validation set and the test set show
considerably different distributions, which may lead to the
case that the performance obtained on the validation set is
different from the one obtained on the test set.
For Sub-task B, the frequency distribution between the two
classes ‘NGEN’ and ‘GEN’ is 3954:309, whereas the dis-
tributions in the validation and test sets are 993:73 and
1025:175, respectively. Similar to the characteristic found
for Sub-task A, the above details for Sub-task B indicate
again a considerable difference on the class frequency dis-
tribution between the validation set and the test set, while
the training set and the validation set show very similar dis-
tributions. The above characteristic may also result in the
case that the performance obtained on the validation set is
different from the one obtained on the test set.

3.2. Method
The method used for Sub-task A on aggression identifica-
tion involves two main steps, namely, extraction of embed-
ding features and ensemble learning for classification. Be-
fore the two main steps, the text for each instance is pre-
processed by removing hashtags, mentions and URLs, con-
verting all words to their lower cases and transforming all
emojis to their text descriptions.
In the feature extraction step, each text instance is trans-
formed into a 768-dimensional feature vector by using the
pre-trained Bert embedding model (Devlin et al., 2018). In
particular, we used the base uncased model of Bert, which
consists of 12 layers alongside 768 units per layer. In
this setting, each token (word) is transformed into a 768-
dimensional vector, so an instance that involves m tokens
would be represented in the form of a m × 768 matrix (m
vectors). On this basis, the 768-dimensional feature vec-
tor of each instance is obtained by averaging the above-
mentioned m word vectors.
In the classification step, the classifier is trained in the set-
ting of ensemble learning. In particular, the creation of
an ensemble through our designed approach involves four
levels, namely, feature sub-sampling, class imbalance han-
dling, multi-class handling and training of base classifiers.
The whole framework of ensemble setting is illustrated in
Fig. 1.

Figure 1: Framework of Ensemble Setting

In the top level for feature sub-sampling, the aim is to en-
courage the creation of diversity among base classifiers,
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which is achieved by adopting the random subspace (RS)
method (Ho, 1998) to draw n subsets of the original fea-
ture set, such that n different classifiers are trained on the n
feature subsets.
In the second level for class imbalance handling, a cost-
sensitive learning method is adopted to enable the classifier
trained on each feature subset (drawn in the top level) to
be cost-sensitive, no matter which one of the supervised
learning algorithms is adopted for training classifiers.
In the third level for multi-class handling, the aim is to
transform the 3-class classification problem for suiting a
2-class learning algorithm, i.e. some algorithms cannot
directly perform multi-class learning, so a specific strat-
egy of multi-class handling needs to be involved to enable
that 2-class learning algorithms can work. Some popu-
lar strategies include ‘one-against-all’, ‘one-against-one’,
‘random error correction code’ and ‘exhaustive error cor-
rection code’.
In the fourth level for training of base classifiers, a super-
vised learning algorithm needs to be adopted, where the
Stochastic Gradient Descent algorithm is chosen in our set-
ting for training n linear classifiers on the n feature sub-
sets produced by the RS method. The final classification is
made by fusing the outputs of n linear classifiers through
majority voting.
The method used for Sub-task B on identification of misog-
ynistic aggression is almost the same as the one adopted
for Sub-task A, but the only difference is that the third
level for multi-class handling is dropped, due to the fact
that Sub-task B involves a binary classification problem.
Therefore, the method used for Sub-task B involves three
levels, namely, feature sub-sampling, class imbalance han-
dling and training of base classifiers.

4. Results
In this section, we describe the experimental setup and dis-
cuss the results obtained in the development and testing
stages.

4.1. Development Stage
In the development stage, we conducted experiments by
using the pre-trained Bert embedding model and vari-
ous learning algorithms, namely, Support vector machine
(SVM), Naive Bayes (NB), Stochastic Gradient Descent
(SGD) and a fuzzy rule learning approach (Fuzzy) (Huehn
and Huellermeier, 2009), due to their relatively low com-
putational complexity and the suitability of this kind of tra-
ditional learning algorithms for processing small data (Liu
et al., 2019a). In particular, the results shown in Tables 2
and 3 were obtained by using the validation set for evaluat-
ing the performance of classifiers produced by various al-
gorithms and determining which algorithm is used to train
the base classifiers in the setting of random subspace based
ensemble learning.
Before feature extraction, all the instances were pre-
processed by removing hashtags, mentions and URLs and
converting all words to their lower cases. Also, all the emo-
jis were transformed into their text descriptions by using the
emoji-java library1.

1https://github.com/vdurmont/emoji-java

In the feature extraction stage, each text instance was trans-
formed into a 768-dimensional feature vector using the pre-
trained base uncased model of Bert, which is based on the
Java library of easy-bert2. The above decision is based
on the considerations that a base Bert model requires less
memory than a large Bert model and all words in the text
for each instance have been converted to lower cases in the
pre-processing stage leading to the unnecessity of using a
cased Bert model.
In the classification stage, we used the implementations
of various algorithms from the Weka library (Hall et al.,
2009). In terms of hyper-parameter settings, SVM was set
to normalize the training data and train a non-linear clas-
sifier using the polynomial kernel and the sequential mini-
mal optimization algorithm (SMO) (Platt, 1998), where the
complexity parameter C is set to 1.0 and the batch size is
set to 100. The fuzzy rule learning approach was set to in-
volve 2 runs of rule optimization and using 1/3 of the train-
ing data for rule pruning, where the product T-norm was
used to compute the degree to which an instance is cov-
ered by a fuzzy rule and the rule stretching method (Huehn
and Huellermeier, 2009) is adopted to classify any instances
that are not covered by any fuzzy rules. SGD was set to
train a linear classifier using the Hinge loss with the learn-
ing rate (lr) of 0.01 through 500 epochs, where the batch
size was set to 100 and the regularization constant is set to
0.0001. Moreover, all of the algorithms (SVM, NB, Fuzzy
and SGD) were adopted for training classifiers in a cost
sensitive setting, i.e. the trained classifiers are made cost-
sensitive by assigning higher cost to the case of misclassi-
fying instances of the minority class. In addition, due to the
case that SGD is essentially a two-class learning algorithm,
the three-class classification problem was transformed to
suit classifiers trained by SGD through using the ‘random
error correction code’ method.

Table 2: Results on Validation Data for Sub-task EN-A
Method F1(NAG) F1(CAG) F1(OAG) F1(Weighted) Accuracy
SVM 0.890 0.016 0.337 0.735 0.796
NB 0.557 0.261 0.084 0.475 0.414

Fuzzy 0.868 0.126 0.228 0.719 0.757
SGD 0.886 0.017 0.367 0.736 0.796
RS 0.891 0.101 0.269 0.738 0.794

For Sub-task A, the results obtained on the validation set are
shown in Table 2, which indicates that SGD and SVM per-
form considerably better than NB and the fuzzy approach.
Although SVM and SGD show almost the same perfor-
mance in terms of weighted F-measure, SGD outperforms
SVM for the minority class ‘OAG’. Moreover, SGD is ca-
pable of training updateable classifiers in the setting of in-
cremental learning, i.e., previously trained classifiers can
be updated by learning incrementally from instances newly
added into the training set. This is an essential advantage of
SGD in comparison with SVM (based on SMO) that can-
not effectively achieve incremental learning. Therefore, we
chose to adopt the SGD algorithm for training and optimiz-
ing base classifiers in the setting of ensemble learning, in
order to achieve a more effective way of advancing the per-

2https://github.com/robrua/easy-bert
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formance further using a new/updated data set without the
need to retrain each base classifier.
The ensemble is created following the procedure shown in
Fig. 1. In particular, the RS method is adopted to draw 10
feature subsets, where the size of each subspace is set to
0.5, so there are totally 10 base classifiers trained on the 10
feature subsets. The hyper-parameter settings of SGD are
exactly the same as the ones described above about training
a single classifier. The results shown in Table 2 indicate that
the creation of an ensemble in the above settings leads to a
marginal improvement of the performance in comparison
with the production of a single classifier by SGD.
For Sub-task B, we followed the same procedure for text
pre-processing, feature extraction and classification. For
training of the classifiers, we adopted the same set of al-
gorithms (with the same settings of hyper-parameters) for
evaluating performance on the validation set. The results
shown in Table 3 indicate again the phenomenon that SGD
and SVM perform considerably better than NB and the
fuzzy approach. Although SGD performs marginally worse
than SVM in terms of weighted F-measure, SGD outper-
forms SVM for the minority class ‘GEN’. As mentioned
earlier in this section, SGD is capable of updating previ-
ously trained classifiers by learning incrementally from in-
stances newly added into the training set, so we chose to
adopt the SGD algorithm again for training and optimizing
base classifiers in the setting of ensemble learning.

Table 3: Results on Validation Data for Sub-task EN-B
Method F1(NGEN) F1(GEN) F1(Weighted) Accuracy
SVM 0.967 0.171 0.912 0.936
NB 0.566 0.152 0.538 0.426

Fuzzy 0.96 0.146 0.904 0.923
SGD 0.959 0.265 0.911 0.922
RS 0.965 0.417 0.928 0.934

Following the same ensemble settings adopted for Sub-task
A, an ensemble of SGD classifiers is built with a cost-
sensitive setting for Sub-task B, but the step for multi-class
handling is dropped, given that Sub-task B is a binary clas-
sification task. The results shown in Table 3 indicate that
the creation of an ensemble leads to an improvement of the
performance on weighted F-measure and the score for the
minority class, in comparison with the production of a sin-
gle classifier by using any one of the standard learning al-
gorithms.

4.2. Testing Stage
Based on the results shown in Tables 2 and 3 for the two
sub-tasks, we merged the training and validation sets for
augmenting the sample size for creating an ensemble of
classifiers in the above-described setting (based on Bert, RS
and SGD). The results obtained on the test set for the two
sub-tasks are shown in Table 4.
It can be seen from Table 4 that the performance obtained
on the test set gets considerably lower (by about 7%) in
comparison with the one obtained on the validation set for
both Sub-tasks A and B, which is likely due to the differ-
ence on the data distribution between the two sets of in-
stances, i.e. the weight of the majority class gets lower on

Table 4: Performance on Test Data
Task Class F1(Class) F1(Weighted) Accuracy

Sub-task EN-A
NAG 0.8152

0.6637 0.7025CAG 0.3106
OAG 0.5746

Sub-task EN-B
NGEN 0.9264

0.8514 0.8692
GEN 0.4120

the test set, in comparison with the weight on the validation
set, for both Sub-tasks.
For Sub-task A, comparing the results shown in Table 2
and Table 4, we can see that the weighted F1-score gets
lower on the test set, which seems to be due mainly to the
case that the F1-score for the majority class ‘NAG’ gets
lower. Moreover, the F1-scores for the other two classes
‘CAG’ and ‘OAG’ get much higher on the test set. Given
that the class frequency distribution among the three classes
‘NAG’, ‘CAG’ and ‘OAG’ is 836:117:113 on the validation
set and is 690:224:286 on the test set, it seems that the per-
formance difference is likely to result from the difference
on the data distribution.
For Sub-task B, comparing the results shown in Table 3
and Table 4, we can see again that the weighted F1-score
gets lower on the test set, which seems to be due mainly
to the case that the F1-score for the majority class ‘NGEN’
gets lower. Moreover, for the minority class ‘GEN’, the
F1-score obtained on the test set is almost the same as the
score obtained on the validation set. Given that the fre-
quency distribution between the two classes ‘NGEN’ and
‘GEN’ is 993:73 on the validation set and is 1025:175 on
the test set, it seems that the change in the data distribution
does not really impact on the performance for the minority
class ’GEN” but shows a considerable impact on the per-
formance for the majority class ‘NGEN’.
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Figure 2: Sub-task EN-A, scmhl5 CodaLab 571565 (An
ensemble of SGD classifiers trained on embedding features
prepared by Bert and RS)

More detailed results obtained on the test set for the two
sub-tasks are shown in Figs. 2 and 3 in the form of con-
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Figure 3: Sub-task EN-B, scmhl5 CodaLab 571564 (An
ensemble of SGD classifiers trained on embedding features
prepared by Bert and RS)

fusion matrixes, which indicate that the cases of incorrect
classifications mainly result from false negatives for the mi-
nority class, i.e. some instances of aggressive language
were not successfully detected due to the insufficient ability
to generalize thoroughly on test instances.
Based on the results shown in Table 4 and Figs. 2 and 3,
we tried to reduce the learning rate (lr) from 0.01 to 0.005
towards achieving better optimization of the parameters of
the SGD classifiers, i.e. reducing the learning rate can gen-
erally help better avoid the case of local optimization. The
results obtained by using the lower value of ‘lr’ are shown
in Tables 5 and 6, which indicate that the performance gets
slightly lower after reducing the learning rate for both sub-
tasks A and B. The results suggest that the reduction of
the learning rate may increase the chance of overfitting on
a small data set and thus lower the generalization perfor-
mance on test data.

Table 5: Results for Sub-task EN-A (obtained by deploy-
ing an ensemble of SGD classifiers trained on embedding
features prepared by Bert and RS).

System F1 (weighted) Accuracy
Bert+RS+SGD(lr=0.01) 0.6637 0.7025
Bert+RS+SGD(lr=0.005) 0.6300 0.6842

Table 6: Results for Sub-task EN-B (obtained by deploy-
ing an ensemble of SGD classifiers trained on embedding
features prepared by Bert and RS).

System F1 (weighted) Accuracy
Bert+RS+SGD(lr=0.01) 0.8514 0.8692
Bert+RS+SGD(lr=0.005) 0.8428 0.87

5. Conclusion
We participated in the shared task on aggression identifi-
cation in the 2nd Workshop on Trolling, Aggression and
Cyberbullying. In particular, we entered two English sub-
tasks (A and B) for identifying the intensity of aggres-
sion (i.e. ‘Overtly Aggressive’, ‘Covertly Aggressive’ or
‘Non-aggressive’) and detecting misogynistic aggression
(i.e. ‘gendered’ or ‘non-gendered’). We built two sys-
tems for the above-mentioned sub-tasks, and both systems
were built in the setting of ensemble learning based on
the embedding features extracted using the pre-trained Bert
model. We obtained a weighted F1-score of 0.664 for Sub-
task A and a score of 0.851 for Sub-task B.
In future, we will explore the effectiveness of extracting
multiple types of embedding features using various embed-
ding models (e.g. Bert and ELMo), towards achieving more
advanced settings of ensemble learning through both early
fusion (in the feature level) and late fusion (in the classifi-
cation level). It is also worth exploring the use of a larger
volume of external data for updating the SGD classifiers
in the setting of incremental learning, towards advancing
the generalization performance further. In addition, we will
add a further experiment by selecting a subset of the test set
that has the same class frequency distribution as the vali-
dation set, in order to investigate whether the performance
obtained on the test subset can be more similar to the one
obtained on the validation set after making the class fre-
quency distribution consistent between the two data sets.
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