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Abstract

This work addresses the classification problem defined by sub-task A (English only) of the
OffensEval 2020 challenge. We used a semi-supervised approach to classify given tweets into
an offensive (OFF) or not-offensive (NOT) class. As the OffensEval 2020 dataset is loosely
labelled with confidence scores given by unsupervised models, we used last year’s offensive
language identification dataset (OLID) to label the Of fensEval 2020 dataset. Our approach
uses a pseudo-labelling method to annotate the current dataset. We trained four text classifiers on
the OLID dataset and the classifier with the highest macro-averaged F1-score has been used to
pseudo label the Of fensEval 2020 dataset. The same model which performed best amongst
four text classifiers on OLID dataset has been trained on the combined dataset of OLID and
pseudo labelled Of fensEval 2020. We evaluated the classifiers with precision, recall and
macro-averaged Fl-score as the primary evaluation metric on the OLID and OffensEval
2020 datasets.

1 Introduction

We are generating data at a rate which has never been seen before!, while social media plays a big role in
our everyday life. Most people with smartphones have a social media account and an active social media
life. However, due to anonymity and freedom of expression, social media has become a breeding ground
for offensive content. This content can be deemed as offensive if it intends to demean a person or a group
of people due to their ethnicity, sexual orientation or by a personal attack”. This raises the need for an
evaluation system that could automatically detect such offensive text.

Sub-task A (English only) in the OffensEval 2020 (Zampieri et al., 2020) provided the Of fensEval
2020 dataset (Zampieri et al., 2019a) of English tweets, which has been labelled with average confidence
and standard deviation of the confidence scores, e.g. “@USER His ass need to stay up” has an average
confidence of 0.833496 while standard deviation is 0.140625. Rosenthal et al. (2020) used an unsupervised
learning approach to produce these confidence scores. Since the system is evaluated on its label prediction
performance (offensive OFF, not-offensive NOT) and not on these scores, it was up to the participant to
decide how to best map the scores to labels. We trained different text classifiers on the OLID (Zampieri
et al., 2019a) dataset to predict the labels of the Of fensEval 2020. This pseudo-labelling approach
avoids the efforts involved in the manual adjustment of threshold values of average confidence (Avg conf)
and average standard deviation (Avg std).

2 Related work

There has been significant research on aggression detection, hate speech detection (Ranjan et al., 2016;
Rani et al., 2020; Jose et al., 2020) and cyberbullying (Schmidt and Wiegand, 2017). Based on this

This work is licensed under a Creative Commons Attribution 4.0 International Licence. Licence details: http://
creativecommons.org/licenses/by/4.0/.
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*https://dictionary.cambridge.org/us/dictionary/english/hate-speech
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Parameters Stats
The number of tweets/samples 9,075,418
Average word count per tweet 15.64
Average functional words count per tweet 5.61
Average Hashtags per tweet 0.08

Table 1: Data statistics of the OffensEval 2020 dataset

survey different types of features have been employed by previous works including surface, word
generalization, sentiment-based (Chakravarthi et al., 2020a; Chakravarthi et al., 2020b), lexical, code-
mixed (Priyadharshini et al., 2020), linguistic, knowledge-based and multimodal information features
(Suryawanshi et al., 2020a; Suryawanshi et al., 2020b) as well. Traditional machine learning (ML)
approaches such as support vector machines (SVM) by Perell6 et al. (2019) can be trained on hate speech
tweets by identifying n-grams features which could be improved further by combining word embedding
with sentiment features. Research by Kebriaei et al. (2019) shows how a convolutional neural network
(CNN) shows higher macro averaged F1-score than traditional ML approaches such as SVM, random
forest (RF) and naive Bayes (NB). (Rajendran et al., 2019) uses an ensemble of classifiers to classify the
offensive text in an imbalanced dataset by using models with Synthetic Minority Over-sampling technique
(SMOTE). Singh and Chand (2019) uses sequence to sequence models combined with long short term
memory (LSTM) network, gated recurrent unit (GRU) and Bidirectional LSTM (BiLSTM) to classify a
given tweet into an offensive (OFF) or not-offensive (NOT) class.

Hybrid approaches which combine a recurrent neural network (RNN) and a CNN have been proven to
be better at text classification. Rhanoui et al. (2019) has designed such an approach for sentiment analysis.
In their research, they combined multiple outputs of a convolutional filter to form a vector representation
of text, which was then fed to a BILSTM. Dynamic meta-embedding (DME) and Contextualised DME
(CDME) introduced by Kiela et al. (2018) has shown significant improvement in a variety of natural
language processing tasks such as natural language inference, sentiment classification and image-caption
retrieval. Pre-trained Bidirectional Encoder Representations from Transformer (BERT) (Devlin et al.,
2019) based models (BERT) have performed exceptionally well in many natural language processing
tasks such as text classification, natural language generation and machine translation. We designed our
experiments based on CNN + BiLSTM, CDME, DME and BERT.

3 Methodology

In this section, we are giving insights about the methodology followed to process and pseudo-label the
data in Subsection 3.1 and Subsection 3.2 respectively.

3.1 Data Statistics and Pre-processing Steps

The data statistics in Table 1 show that on average, a high number of functional words> per tweet are
present in the dataset. We decided not to remove them in pre-processing as they might add valuable
information to the tweet. Inspired by the OffensEval 2019 (Zampieri et al., 2019b) submissions, we have
pre-processed the data as follows:

I Instead of converting each token to a lower case, we kept the true case of the tokens. This has been
done deliberately as people tend to use capital casing to emphasise their opinion.

IT Emoticons play a vital role in conveying the sentiment behind the text. We leveraged this property of
emoticons by translating all them to text using the unidecode library*. E.g. “@USER His ass need to
stay up ®®” has been translated into ““ @USER His ass need to stay up FACE WITH TEARS OF
JOY FACE WITH TEARS OF JOY™

3https://www.nltk.org
*https://pypi.org/project/Unidecode/
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Figure 1: Pseudo-labelling and training source.

III We converted hashtags into words by removing the hash symbol.

IV For the text classifiers other than those using BERT, the maximum length of the tweet has been
restricted to 64 word tokens. If the tweet exceeds then we truncated it or else we padded zeros to the
left to match the length.

3.2 Pseudo-labelling

We used the OLID dataset as a reference dataset for labelling the Of fensEval 2020 dataset. The
OLID dataset is relatively small with 14,100 observations in comparison with the Of fensEval 2020
dataset, which has 9,075,418 observations. We performed four experiments (explained in Section 4) on the
OLID dataset. The performance of these experiments has been evaluated with macro-averaged F1-score
and the approach with the highest score was chosen to label the Of fensEval 2020 dataset. This same
model has been trained on the combined dataset of OLID and Of fensEval 2020 datasets. Figure 1
illustrates this approach. As both of the datasets are composed of English tweets, the experiments used
to model one dataset can yield a similar result for the other dataset. The experiments take less time to
execute on the OLID dataset because of its smaller size when compared with the Of fensEval 2020
dataset. Hence experiments performed on the OLID dataset, can similarly predict their results on the
OffensEval 2020 dataset. This approach saves a lot of time by avoiding training on a bigger dataset.

4 Experiments

We outline the experiments performed on the OLID dataset and the combined dataset Of fensEval
2020 4+ OLID in Subsection 4.1 and Subsection 4.2 respectively.

4.1 Training on OLID dataset

The experiments listed below are performed on the OLID dataset to select the classifier which can be used
to label the OffensEval 2020 dataset.

CNN+BIiLSTM: In this architecture, we extracted the abstract features from the text vector using a
one dimensional (1D) convolution network and 1D maxpooling, which later has been fed to the BILSTM
to form a vector representation of the tweet. This vectorised text represents the word with its long and
short term context in a vector space. Abstract and prominent features captured by the CNN have been
contextualised with time steps with the RNN. We used pre-trained GloVe 50d Twitter crawled embeddings
(Pennington et al., 2014).
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DME and CDME: We used DME and CDME as an ensemble of embeddings to study if it gives better
results with the OLID dataset. This architecture takes advantage of both Word2vec (Mikolov et al., 2013)
and FastText (Bojanowski et al., 2017) embeddings to learn the vector representation of the word. The
Word2vec and FastText embedding of the same words, later on, are projected on the embedding matrix
space. These projected vectors are later concatenated. Weights of each embedding have been learned as
a hyperparameter using the self-attention model. Unlike DME, CDME has BiLSTM incorporated in its
architecture.

BERT: In this experiment, we are using a BERT based model pre-trained on Wikipedia. We used
BERT-BASE uncased architecture with 12 layers, 768 hidden units, 12 attention heads, which has 110M
parameters. The Simple Transformer library> has been used to implement this architecture. This pre-
trained transformer with stacked encoders learns the vector representation of the tweet irrespective of its
length. Each encoder layer applies self-attention to form a vector representation and passes it to the next
layer with a feed-forward network. We expect this representation to stand a better chance in identifying
the OFF or NOT tweet.

We performed all experiments with the same hyperparameter settings, i.e., 20 epochs, binary cross-
entropy, adam optimiser (learning rate = 0.001) with sigmoid activation for the classification layer and
Relu as an activation function for the intermediate layers. The number of instances of offensive text is
higher when compared with instances of not-offensive text. This leads to class imbalance. To address this
issue, we used class weights. These weights are adjusted inversely proportional to the training data class
frequencies. The dataset has been split into a train (80%), test (10%) and validation (10%) set.

4.2 Training on OffensEval 2020 + OLID dataset

BERT based model was found to be the best performing model on the OLID dataset and has therefore
been used to label the Of fensEval 2020 dataset. Later, the same BERT model has been trained on
the combined data of the pseudo labelled Of fensEval 2020 and OLID datasets with two epochs
by keeping the rest of the parameters the same as mentioned in Section 4.1. To avoid overfitting, we
re-trained the BERT model on the combined dataset without prior knowledge of hyperparameter settings
tuned on the OLID dataset.

5 Results

We have divided this section into two subsections. In the Subsection 5.1, we report on results achieved on
the OLID dataset. Subsection 5.2 discusses the performance of BERT on the OffensEval dataset.

5.1 Results on OLID dataset

As per the results shared in Table 2, the macro-averaged F1-score with BERT on the OLID dataset is the
highest, i.e. 0.76. The precision, recall and F1-score for the experiments other than BERT shows that
they failed significantly to correctly identify the offensive text. Even after using class weights, CDME,
DME, CNN + BiLSTM fail to give good results. The poor macro-averaged F1-score achieved by these
experiments eliminate them as a choice to pseudo-label the Of fensEval 2020 dataset.

5.2 Results on OffensEval 2020 dataset

The results in Table 3 show that BERT achieved a macro-averaged F1-score of 0.89 on the imbalanced test
set (# of NOT: 2,807, # of OFF: 1,080). Nevertheless, BERT still manages to achieve a better precision
(NOT: 0.97, OFF: 0.78) and recall (NOT: 0.90, OFF: 0.93) for both classes. Figure 2 shows that BERT
correctly identified 1,005 OFF tweets out of 1,080 offensive tweets. Only 75 tweets are incorrectly
labelled as NOT. The mislabelled tweets have offensive words which gave them a negative connotation.
For example, “One thing I hate most is a liar” has been labelled as offensive. This tweet contains strong
offensive words such as “hate” and “liar”, but it is not offensive when the context of the whole tweet is
taken into consideration. On the other hand, the tweet “@ USER I thought you magas refused to use Nike
because they don’t hate black people” has been mislabelled as NOT. The word “hate” in the context of

>https://github.com/ThilinaRajapakse/simpletransformers
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CNN + BIiLSTM BERT
Precision Recall Fl-score count | Precision Recall Fl-score count
NOT 0.67 0.94 0.78 890 0.84 0.84 0.84 890
OFF 0.32 0.06 0.10 434 0.68 0.67 0.67 434
macro 0.50 0.50 0.44 1,324 0.76 0.76 0.76 1,324
weighted 0.56 0.65 0.56 1,324 0.79 0.79 0.79 1,324

DME CDME
NOT 0.67 1.00 0.80 890 0.67 0.94 0.79 890
OFF 0.00 0.00 0.00 434 0.37 0.07 0.12 434

macro 0.34 0.50 0.40 1,324 0.52 0.51 0.45 1,324
weighted 0.45 0.67 0.54 1,324 0.58 0.66 0.57 1,324

Table 2: Precision, recall, F1-score and count for CNN + BiLSTM, BERT, DME, CDME with OLID
dataset.

BERT trained on offenseval 2020 dataset

- 2500

BERT - - 2000
Precision Recall Fl-score count . 2
NOT 0.97 0.90 093 2,807 3 1500
OFF 0.78 0.93 0.85 1,080 é“

1000

macro 0.88 0.92 0.89 3,887
weighted| 0.92 0.91 091 3,887

OFF

500

Table 3: Precision, recall, F1-score and count for
BERT trained OffensEval 2020 dataset. NOT OFF

Predicted labels

Figure 2: Confusion matrix for BERT trained on
OffensEval 2020 dataset.

“Don’t” is positive but as it is targeting a specific group makes this tweet offensive. High precision, recall
and F1-score in Table 2 and Table 3 show that BERT generalises better on both the datasets.

6 Conclusion

With an macro-averaged F1-score of 0.89 using BERT on the OffensEval 2020 test set, we showed
that pseudo-labelling can help to create a model trained on a loosely labelled dataset. The process
of training the model on the small dataset, before training on a similar, yet bigger dataset, is more
time efficient compared to a manual annotation. Manual adjustments of the thresholds is further not
straightforward and it is rather difficult to analyze larger datasets manually. Pseudo-labelling solves this
issue by automatically annotating the data. Nevertheless, pseudo-labelling is just one approach with which
this issue of unlabelled data could be solved. K-nearest neighbour (KNN) with two clusters can be used to
label the data as well. For our future work, we will concentrate on feature engineering, focusing mainly
on the Uniform Resource Locators (URLs). As URLSs in the tweets were removed while processing the
data, we think that they could be useful if they are normalised and considered as a token.
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