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Abstract

Text classification is a popular topic of natural
language processing, which has currently at-
tracted numerous research efforts worldwide.
The significant increase of data in social me-
dia requires the vast attention of researchers
to analyze such data. There are various stud-
ies in this field in many languages but lim-
ited to the Vietnamese language. Therefore,
this study aims to classify Vietnamese texts on
social media from three different Vietnamese
benchmark datasets. Advanced deep learning
models are used and optimized in this study,
including CNN, LSTM, and their variants. We
also implement the BERT, which has never
been applied to the datasets. Our experiments
find a suitable model for classification tasks
on each specific dataset. To take advantage
of single models, we propose an ensemble
model, combining the highest-performance
models. Our single models reach positive re-
sults on each dataset. Moreover, our ensem-
ble model achieves the best performance on
all three datasets. We reach 86.96% of F1-
score for the HSD-VLSP dataset, 65.79% of
F1-score for the UIT-VSMEC dataset, 92.79%
and 89.70% for sentiments and topics on
the UIT-VSFC dataset, respectively. There-
fore, our models achieve better performances
as compared to previous studies on these
datasets.

1 Introduction

The rapid development of science and technology
in the world has created a vast amount of data. In
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particular, the growth of social networks continu-
ously creates a huge amount of comments and posts
which are valuable sources to exploit and analyze in
the digital era. Text classification is a prerequisite
for such works as analyzing user opinion in the net-
work environment, filtering and removing malicious
information, and detecting criminal risk. With great
potential, text classification has attracted much at-
tention from experts in the natural language process-
ing community worldwide. In English, we easily
search for a range of text classification publications
in many fields. However, relatively few researches
have been done on Vietnamese text. Most published
articles focus on binary classification. However, a
large amount of information today requires analysis
in many more aspects (multi-label or multi-class).
The lack of knowledge and techniques for the Viet-
namese language makes us decide to conduct this
research to classify multi-class text for Vietnamese
social media datasets. These datasets are provided
from the VLSP share-task and publications on text
classification. In particular, there are various so-
cial media textual datasets such as UIT-VSMEC for
emotion recognition (Ho et al., 2019) and UIT-
VSFC for students’ feedback classification (Nguyen
et al.,, 2018b) and HSD-VLSP for hate speech de-
tection (Vu et al., 2019). These are the datasets
with multi-label and imbalance between the labels
that have been published recently. They are suitable
for the requirements that we would like to study.

The emergence of deep neural networks (Liu
et al., 2017) and word embeddings have made text
classification more efficient. Pre-trained word em-
beddings accurately capture semantics to assist deep



learning models improve the efficiency of classifi-
cation. In this study, we implement deep learn-
ing models such as CNN (Kim, 2014), LSTM
(Hochreiter and Schidhuber, 1997) and their vari-
ants to solve classification problems. Besides, we
implement the BERT model (Devlin et al., 2018),
which is a state-of-the-art model in many natural
language processing tasks in recent years. BERT
is trained through the transformer’s two-dimensional
context (a neural network architecture based on the
self-attention mechanism to understand languages).
BERT is in contrast to previous deep learning mod-
els that looked at a text sequence from left to right
or combined left-to-right and right-to-left training.
To improve the word representation, we create a
normalized words dictionary, which helps recognize
words included in pre-trained embedding but is not
represented due to misspellings.

As aresult, CNN model combined with fastText’s
pre-trained embedding (Grave et al., 2018), has been
remarkably performance on Vietnamese social me-
dia datasets. Our study also proves the efficiency
of BERT on Vietnamese students’ feedback dataset.
Besides, we combine single models to increase the
efficiency of the classification. As a result, our en-
semble model accomplishes higher results than the
single model. Compared to previous studies done
on the datasets, our models achieve better results.

2 Related Work

Nowadays, many organizations realize the impor-
tance of sentiment analysis for consumer’s feedback.
Through this feedback, they can evaluate the quality
of their services or products and devise appropriate
strategies. In order to predict the genre and rating
of films through viewer ratings, Varshit battu and
his collaborators (Varshit et al., 2018) conducted re-
search on viewer comment data collected from many
websites. They implemented various classification
methods on their dataset to evaluate the effectiveness
of methods. As a result, the CNN model achieved
high results in many different languages.

The detection of emotions in texts has become an
essential task in natural language processing. Su et
al. (2018) studied the text emotional recognition
problem based on semantic word vector and emo-
tional word vector of the input text. Their proposed

method used the LSTM model for emotion recog-
nition by modeling the input text’s contextual emo-
tion evolution. They use five-fold cross-validation to
evaluate the performance of their proposed method.
As a result, their model achieved recognition accu-
racy of 70.66% better than the CNN-based method
which was implemented in the same dataset.

In addition, hate speech detection is increasingly
concerned because of the explosion of social net-
works. There has been an amount of successful
research in this field. To complete the offensive
task of categorizing tweets that were announced by
SemEval competition in 2019. Nikolov and Radi-
vchev. (2019) used different approaches and models
towards offensive tweet classification. Their paper
presented pre-processing data methods for tweets as
well as techniques for tackling imbalanced class dis-
tribution in the provided test data. Their experiments
show that the BERT model proved its outstanding
advantages in text classification. Not only did it out-
perform conventional models on the validation set,
but also based on the results from the test set, it did
not cause the over-fitting issue.

In Vietnam, there have been some studies efforts
for text classification tasks, as well as contribut-
ing Vietnamese data for the research community.
Pham et al. (2017) announced a neural network-
based toolkit namely NNVLP for essential Viet-
namese language processing tasks, including part-
of-speech tagging, chunking, named entity recog-
nition. This toolkit achieved state-of-the-art re-
sults on these three tasks. With the two of UIT-
VSMEC (Ho et al., 2019) and UIT-VSFC (Nguyen
et al., 2018a) datasets we used in this study, their
authors performed classification tasks using a vari-
ety of deep learning methods. On the UIT-VSMEC
dataset, Ho et al. (2019) used Random Forest, SVM,
LSTM, and CNN models to classify emotions of
comments. They achieved 59.74% with seven labels
and 66.48% with six labels by using the CNN model.
With the UIT-VSFC dataset, Nguyen et al. (2018a)
gained the highest result by the BiLSTM model with
92.03% on sentiment and 89.62% on the topic label.

The above studies have shown the superiority
of the deep learning models in text classification,
which is the premise for us to apply them to the
Vietnamese datasets in this study. By modifying the
models and implementing new models, we aim to



bring better results for these Vietnamese social me-
dia datasets.

3 Datasets

In this task, we conducted experiments on classi-
fication methods on three Vietnamese datasets, in-
cluding UIT-VSMEC (Ho et al., 2019), UIT-VSFC
(Nguyen et al., 2018b), and HSD-VLSP (Vu et
al., 2019). UIT-VSMEC (Ho et al., 2019) is pro-
vided by Ho et al, the items in this dataset are
the Vietnamese’s comments from social networks.
This dataset contains exactly 6,927 emotion anno-
tated sentences with seven emotion labels: ENJOY-
MENT, SADNESS, ANGER, SURPRISE, FEAR,
DISGUST, and OTHER. UIT-VSEC is provided by
Nguyen et al. (2018b). This dataset was con-
structed from students’ responses from a university
for the sentiment classification task. This dataset in-
cludes 16,175 items with two classification parts that
are important: sentiments and topics. Each sam-
ple of the training dataset is assigned one of three
sentiment labels POSITIVE, NEGATIVE, or NEU-
RAL and assigned one of four topics’ labels LEC-
TURERS, TRAINING PROGRAM, FACILITIES,
OTHER. The HSD-VLSP dataset is a Vietnamese
comments dataset about Hate Speech Detection on
social networks provided by the VSLP 2019 shared-
task (Vu et al., 2019). This dataset contains the com-
ments and posts on Facebook social networks, in-
cluding 25,431 items. Each data line of the training
dataset is assigned one of three labels CLEAN, OF-
FENSIVE, or HATE. Table 1 shows examples for
each dataset and its characteristics.

4 Methodology

In this task, we use several pre-processing tech-
niques and deep learning models (CNN (Kim,
2014), LSTM (Hochreiter and Schidhuber, 1997)
their variants, and BERT (Devlin et al., 2018)) to ap-
ply on the datasets. Each model has its own strength
on each label. Therefore, after implementing single
models, we propose a simple and efficient ensemble
approach combining the best neural network mod-
els to improve the classifier performance. Figure 1
shows an overview of the ensemble model for Viet-
namese social media text.
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Figure 1: Overview of the ensemble model combining
neural network-based model for Vietnamese social media
datasets

4.1 Pre-processing

We implement several pre-processing techniques
for Vietnamese comments/posts, as follows: All
words are converted to lowercase. URLs and non-
alphabetic characters are removed (includes number,
excess whitespace). Also, we use a dictionary to
convert abbreviations and slang words to normal to
increase the performance of pre-trained embedding
as well as use vnTokenizer to tokenize words. (Word
segmentation is an important task that helps models
achieve better results, especially for the Vietnamese
language. More and more research works on this;
these works use different methods and achieve high
results, such as using CRFs and SVMs (Nguyen et
al., 2006), Hybrid Approach (Huyen et al., 2008). In
this study, we use vnTokenizer (Huyen et al., 2008)
to tokenize words. Table 2 shows some examples in
our dictionary.

4.2 Word Embeddings

In this task, we use three pre-trained embeddings
for the Vietnamese language, which are currently as-
sessed as the best performance embeddings. Those
are fastText (Grave et al.,, 2018), Word2vec (Vu,
2016) with 300 dim and 400 dim. fastText (Grave
et al., 2018) is used for many languages and brought



Percentage Examples
Datasets Labels (%) Vietnamese sentences English sentences
ENJOYMENT 28.36 Tot qua! Very good!
SADNESS 19.31  Nay budn! Today, I feel sad!
ANGER 16.59 Imdi! Shut up!
UIT-VSMEC SURPRISE 6.92 Dep trai ma bi da a! You are handsome, but you broke up!
FEAR 5.70  Tao sg that su. I’m really scared.
DISGUST 4.46 Dién vién gia vii -.- The actor is so old -.-
OTHER 18.66  C6 thé bén lai cho t6 khong? Could you sell it for me?
POSITIVE 49.80 Slide, gido trinh diy di. Slide and syllabus are full.
Sentiments NEGATIVE 45.80 Thay chép bang nhiéu. The lecturer writes on the board a lot.
NEUTRAL 4.40 Ting cuong thiét bi.. Strengthen equipment.
UIT-VSFC LECTURER 71.70 Thay chép bang nhiéu. The lecturer writes on the board a lot.
Topics PROGRAM 18.70  Slide, gido trinh day di. Slide and syllabus are full.
pIcs FACILITY 420 Ting cudng thiét bi. Strengthen equipment.
OTHER 470 Hai long vé tit ca. Satisfied about it all.
CLEAN 91.49 HOm nay trdi nang dep. It is sunny today.
HSD-VLSP OFFENSIVE 5.02 vkl Cuss.
HATE 3.49 N6i dén vay ma ciing khong hiéu. Do ngu.  Saying that without understanding. Idiot.
Table 1: Overview statistics of the three Vietnamese social media textual datasets.
No. Abbreviation Vietnamese meaning tion problems, and most of it has achieved high-
1 “Chaiiiil” “Troi” performance classification results. Therefore, in this
2 “vkIIII” “vkl1” task, we decide to choose it to compare with other
3 “chetme” “chét me” classification models. LSTM is a special kind of
4 “kbh” “khong bao gis” RNN (Medsker and Jain, 1999). LSTM’s network

Table 2: Examples of word normalization dictionaries

good results on social media data. Therefore, we
use fastText (Grave et al., 2018) for the Vietnamese
language in this task. Word2vec (Vu, 2016) is
Word2vec model for the Vietnamese language and
is trained on Vietnamese texts. Because they are
Word2vec for the Vietnamese language, thus recog-
nizing vast Vietnamese words and brings quite good
results on datasets.

4.3 Convolutional Neural Network (CNN)

In this task, we use CNN (Kim, 2014) to classify
emotions for Vietnamese text. CNN is an advanced
deep learning model, which includes hidden layers
such as pooling layers, convolutional layers, fully
connected layers, and normalization layers. CNN
achieved good results for this document classifica-
tion task in general and the best on UIT-VSMEC (Ho
et al., 2019) and HSD-VLSP (Luu et al., 2020).

4.4 Long Short-Term Memory (LSTM) and
Variants

Like CNN (Kim, 2014), LSTM (Hochreiter and
Schidhuber, 1997) is also a modern classifica-
tion method. This method is strong in classifica-

architecture includes memory cells and ports that
allow the storage or retrieval of information. We
also use Bi-LSTM with Bidirectional (Schuster and
Paliwa, 1997), BiLSTM can learn more contextual
information extracted from two directions.

4.5 Gated Recurrent Units (GRU)

GRU is a variant of RNN and also achieves high re-
sults in classification problems. GRU has only two
gates, that is the reset gate and the update gate. GRU
does not have memory cells like LSTM (Hochreiter
and Schidhuber, 1997). It has only the outputs to
make decisions and to inform the next steps. These
two gates filter the information from the inputs of
the cell and provide an output that satisfies both the
criteria of storage past information and the ability to
make current decisions most accurately.

4.6 BERT (Bidirectional Encoder
Representations for Transformers)

BERT (Devlin et al., 2018) is a transfer learning
model that achieves state-of-the-art results on nat-
ural language processing tasks. As opposed to di-
rectional models, which read the text input sequen-
tially (left-to-right or right-to-left), the Transformer
encoder reads the entire sequence of words at once.
The model can learn the context of a word based



on all of its surroundings. Fortunately, BERT is
provided with a version for multilingual, including
Vietnamese. We apply a BERT-based classifier with
a pre-trained multilingual representation into the so-
cial media datasets in Vietnamese.

4.7 Our Proposed Ensemble Method

Ensemble approaches were very effective in previ-
ous studies (Huynh et al., 2020; Tran et al., 2020).
We also find that each model has a high classifica-
tion performance on certain labels so we create an
ensemble model based on our implemented neural
network models. For each sentence in the test set,
the ensemble model selected the label according to
the different models’ votes. In the case of equal
votes, the label was selected based on the model had
the best classify performance for that label. Algo-
rithm 1 shows the steps of the ensemble model.

Algorithm 1 - An ensemble method for Viet-

namese social media textual data
Input: A social media text 7" and m

top-performance models M; (0 < i < m + 1).
Output: Returning the label C' such that our
proposed ensemble method predicts.

procedure ENSEMBLE METHOD BASED ON
VOTING
Initialize dictionary D containing the votes of
each label.
fori=1tomdo
L;=M;(T)
if M;(T) not in D then
DL =1
else
DIL;| = D[L;] + 1
end if
if len(D) !=m then
C = L; € D.keys(), where L; is the
label with the highest number of vote.
else
C is the label predicted by the model
with the best performance.
end if
end for
return C
end procedure

5 Experiments

5.1 Evaluation Metric

To make comparisons with previous studies, we
used the corresponding measure based on previous
studies’ measure, including Weighted F1-score for
UIT-VSMEC (Ho et al., 2019), Micro F1-score for
UIT-VSFC (Nguyen et al., 2018b), with HSD-VLSP
dataset, the organization has stopped providing a test
set to ensure fairness in the next competition, so
when the contest ended, we could not submit the
predicted results to test the accuracy. When doing
this study because of the lack of test set, we decide
to use the k-fold cross-validation (k = 5) method and
Macro Fl-score (Luu et al., 2020) to evaluate the
models we applied to HSD-VLSP.

5.2 Experimental Settings

In this study, we experiment with deep learning
models that are evaluated as superior in the field of
text classification, including LSTM, CNN, BERT,
and their variants for the datasets. First, we clean the
input data by removing expressions, numbers, spe-
cial characters, and all words are converted to low-
ercase. Second, we use some pre-trained embedding
that published for the Vietnamese language to rep-
resent words into vectors before putting them into
deep learning models, including Word2vec and fast-
Text’s pre-trained embedding. In this step, with pre-
trained embedding was trained on word-separated
data, we separate the words for the datasets by the
vnTokenizer (Huyen et al., 2008). fastText’s pre-
trained embedding demonstrates a more efficient
representation of words with social datasets. How-
ever, we realize that there are some specific words
to the classification classes, although represented in
pre-trained embedding, they are abbreviated or writ-
ten in slang, so they can not be recognized and ig-
nored. Therefore, we try to optimize the perfor-
mance of pre-trained embedding by creating word
dictionaries to normalize the above words to the
normal form so that they can be represented cor-
rectly. Whether it would improve our models’ per-
formance? The example of our dictionaries is pre-
sented in Table 2.

We also experiment with different values of pa-
rameters around the average value of sentences’
length. To evaluate whether the pre-processing of



data has a significant effect on the classification
results, we perform experiments on the processed
data and the original data except for the UIT-VSFC
dataset because it is cleaned before labeling. How-
ever, for the UIT-VSMEC, the pre-processing do not
improve the efficiency compared to the original data.
Therefore, we only show the results of the models
on the original data for UIT-VSFC and UIT VS-
MEC dataset and results of the models on the pre-
processing data for HSD-VLSP dataset in this study.
After experimenting with single models, we com-
bine our models using the max-voting method and
model priority as presented in Algorithm 1.

5.3 Experimental Results

Our experiments achieve positive results, creating
dictionaries that enhance our single model’s perfor-
mance 2%. With our single models, CNN model
has shown its outstanding performance when com-
bining with fastText’s pre-trained embedding, which
achieves the best results on social media commen-
tary datasets. With the UIT-VSMEC dataset, the
CNN model with three layers reach the best effi-
ciency. Conversely, with the HSD-VLSP dataset, the
CNN model has the best performance with five lay-
ers due to its larger size. Besides, BERT has higher
performance than the other models when applying
to the UIT-VSFC dataset. With a combination of
the single models’ strengths, our ensemble model
has achieved high results. Table 3 shows our results
through experiments performed.

5.4 Comparison With Previous Studies

The results of our single models as well as the en-
semble model are better than those of previous stud-
ies that were conducted on the same data set. We fol-
low the same metrics and test set that previous stud-
ies have used to make similar comparisons. Table 4,
5 and 6 show the best results we achieved compared
to previous studies.

6 Result Analysis

Through the experiment on the UIT-VSMEC
dataset, we find that the classification model got a
high accuracy for SADNESS, and ENJOYMENT la-
bels. The labels ENJOYMENT and SADNESS are

the two labels that account for a high proportion
in the dataset, so the correct classification rate for
these labels is quite high. However, each model has
its strengths in labels. CNN accomplish the high-
est accuracy classification rate on ENJOYMENT
(73.70%) and is relatively accurate for the rest. BiL.-
STM has the best effect at DISGUST (65.90%) and
SADNESS (63.79%) label. Although LSTM and
GRU do not have superior results compared to other
models on each label, they play an essential role in
voting in the ensemble model. The ensemble model
improves the predictions in the ENJOYMENT label
from 73.70% to 75.64%, the SADNESS label from
63.79% to 67.20%, and from 63.04% to 71.73% for
the FEAR label.

In the UIT-VSFC dataset, with the sentiments
field, we find that the classifying model achieve
a high right classifying rate on the NEGATIVE
and POSITIVE label for the sentiment classifica-
tion task. These two labels occupy approximately
the same rate and are much higher than the NEU-
TRAL label. Therefore, when classifying, the NEU-
TRAL label is mistaken for the two, the classifica-
tion results on the NEUTRAL label are low. With
sentences that are too long, sentences that express
many emotions in the sentence or sentences that are
too short, lacking in subjects makes the model dif-
ficult to recognize the feelings of the sentence. The
highest accuracy of the NEGATIVE and POSITIVE
label is 95.95% and 94.71% when implementing
BERT model. BiLSTM model achieves the highest
performance for NEUTRAL label at 41.31% while
CNN and LSTM have the classification results al-
most equal to the remaining models. Our ensemble
model improves the accuracy of the NEGATIVE la-
bel from 95.95% to 97.01%.

For the topic classification task, correct classifi-
cation was high on the LECTURER and FACILITY
labels. The LECTURER label has the highest rate
in the dataset with 71.70%, so the exact classifi-
cation model is easy to explain. The LECTURER
label and FACILITY label have the highest accu-
racy by using the BILSTM model with 95.72% and
93.79%. The highest performance of PROGRAM
and OTHER label is 81.29% and 48.42% when im-
plementing BERT. The FACILITY label only ac-
counts for the lowest rate in the dataset with 4.30%.
This label contains words related to tools, facilities



UIT-VSMEC UIT-VSFC

Model Seven labels  Six labels Sentiments Topics HSD-VLSP
BIiLSTM + fastText (300 dim) 56.93 64.18 91.53  88.12 85.19
BiLSTM + Word2vec (300 dim) 56.16 62.24 90.84  88.53 78.99
BiLSTM + Word2vec (300 dim) 56.40 60.56 91.18 88.25 79.18
LSTM + fastText (300 dim) 52.12 59.02 91.06 87.42 85.56
LSTM + Word2vec (300 dim) 50.69 57.27 90.90 86.79 76.26
LSTM + Word2vec (400 dim) 49.32 56.58 90.58  87.36 80.84
GRU + fastText (300 dim) 52.88 59.45 90.77  88.02 84.95
GRU + Word2vec (300 dim) 54.02 59.70 90.74  87.71 77.84
GRU + Word2vec (300 dim) 54.30 59.75 90.87 87.68 78.38
CNN + fastText (300 dim) 59.87 66.54 90.42  87.68 85.74
CNN + Word2vec (300 dim) 32.65 33.76 89.16 85.94 79.01
CNN + Word2vec (400 dim) 23.76 47.33 89.79  86.16 81.63
BERT (Based-multilingual-cased) 49.22 55.97 92.51  89.67 65.11
Our proposed model 65.79 70.99 92,79 89.70 86.96

Table 3: Fl-score performances of models on the test sets of various Vietnamese social media textual datasets.

F1-score (%)

Model Seven labels  Six labels
CNN + Word2vec (Ho et al., 2019) 59.74 66.34
CNN + fastText (Our implementation) 59.87 66.54
Our proposed ensemble (GRU + CNN + BiLSTM + LSTM) 65.79 70.99

Table 4: The comparison with previous studies on UIT-VSMEC.

F1-score (%)

Model Sentiments Topics
BiLSTM + Word2vec (Nguyen et al., 2018a) 92.03  89.62
LD + SVM (Nguyen et al., 2018c) 92.20 -
BERT (Our implementation) 92.51  89.67
Our proposed ensemble (BERT + CNN + BiLSTM + LSTM) 9279  89.38
Our proposed ensemble (BERT + CNN + BiLSTM) 92.13  89.70

Table 5: The comparison with previous studies on UIT-VSFC.

Model F1-score (%)
Text-CNN (Luu et al., 2020) 83.04
Logistic regression™ (Pham et al., 2019) 61.97
Logistic regression + Random Forest + Extra Tree* (Dang et al., 2019) 58.88
VDCNN, TextCNN, LSTM, LSTMCNN, SARNN* (Nguyen et al., 2019) 58.45
BIiLSTM* (Do et al., 2019) 56.28
CNN + fastText (Our implementation) 85.74
Our proposed ensemble (CNN + BiLSTM + LSTM) 86.96

Table 6: The comparison with previous studies on HSD-VLSP. * indicates that the result is evaluated on a test set of
the VLSP shared task 2019. Others use k-fold cross-validation to evaluate the model (k=5) following the study (Luu
et al., 2020).



in the school. Hence, it was easy to identify and dif-
ficult to be confused with other labels. Although FA-
CILITY label took up a small percentage, this label
reached a high rate of correct categorization. The
OTHER label is the one with the lowest accuracy
rating because it is difficult to distinguish from the
others. Our ensemble model does not increase the
classification performance of each label superior to
the single model, but it increases the model’s overall
prediction rate.

In the HSD-VLSP dataset, we find that the CLEAN
label achieve the highest classification result, which
is also the highest percentage in the dataset (ac-
counting for 97.82%). The other two labels tend
to be mistaken for the CLEAN label due to the ef-
fect of CLEAN was too high. The words that appear
a lot in the CLEAN label, the classification model
would default to their positive meaning, so when us-
ing these words in other meaningful sentences (hate,
offensive), the model tend to categorize them into a
positive sense. Moreover, HATE and OFFENSIVE
labels show the relative same emotional state, which
is confusing in the classification process, resulting
in a low correct classification rate on these two la-
bels. Through each fold, the classification results of
the models change. In particular, the CNN model
brings the most stable accuracy through each fold,
so overall through five folds this model achieves the
highest accuracy. CNN accomplish the highest ac-
curacy classification rate on CLEAN at 99.42% and
OFFENSIVE at 68.60%. The HATE label has the
highest accuracy by using the LSTM model with
85.10%. Through each fold, LSTM shows superi-
ority when classifying on HATE labels, so when en-
semble, we give priority to the LSTM model to clas-
sify on label HATE. Therefore, the ensemble model
helps to increase the accuracy on this label from
85.10 % to 85.39 %. Besides, the ensemble model
makes the model’s overall prediction rate increase.

7 Conclusion and Future Work

In this study, we propose a simple but effective en-
semble method for social media text on the three dif-
ferent datasets: HSD-VLSP, UIT-VSFC, and UIT-
VSMEC. These datasets are multi-label datasets
with various labels depending on each dataset.
Our ensemble model accomplish outstanding results

higher than the deep neural network, as well as pre-
vious studies. The combination of many different
models’ strengths has achieved higher results than
single models. In UIT-VSMEC, we achieve 65.79%
of Fl-score. With the UIT-VSFC dataset, our re-
sults are 92.79% in sentiment classification task and
89.70% in the topic classification task in terms of
Fl1-score. Finally, in HSD-VLSP dataset, we reach
86.96% of the F1-score.

Besides, our single models also bring better re-
sults than previous studies. With single models, we
find that, with small datasets, pre-processing does
not bring expected results, the UI'T-VSMEC dataset
gain better performances when skipping the pre-
processing step. On the contrary, with large datasets,
pre-processing data has a good effect on our mod-
els, like data from the VLSP shared task. Also, with
specific data domains, pre-trained word embeddings
on the corresponding data domain will be more ef-
fective. Besides, improving word representation by
dictionaries also helps to improve the efficiency of
the models. Our dictionaries improve pre-trained
embedding performance and increase 2% the effec-
tiveness of our single models. This study indicate
that the BERT model has been highly effective for
Vietnamese language classification. However, with
the use of pre-trained word embeddings training on
Wikipedia data, it does not achieve the expected re-
sults when applying to the social media data like
UIT-VSMEC and UIT-VSFC. With the datasets re-
lated to Vietnamese comments on social media, the
CNN model has outperformed other single models.
Choosing the number of layers is essential, with
small datasets such as the UIT-VSMEC dataset, en-
hancing layers does not bring high efficiency but
only makes the model more complicated. In con-
trast, the addition of layers reach excellent perfor-
mance for large datasets such as the HSD-VLSP
dataset.

For future works, it is necessary to improve the
performance of the task, obtaining better results on
the datasets, by studying other neural-based mod-
els. Besides, test each model with many different
parameters to find more suitable parameters. It is
implementing experiments of various data process-
ing methods as well as improving coverage of word
embeddings on the datasets to gain better results.
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