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Abstract
Dialect IDentification (DID) is a challenging task, and it becomes more complicated when it is about the identification of dialects
that belong to the same country. Indeed, dialects of the same country are closely related and exhibit a significant overlapping at the
phonetic and lexical levels. In this paper, we present our first results on a dialect classification task covering four sub-dialects spoken
in Tunisia. We use the term ’sub-dialect’ to refer to the dialects belonging to the same country. We conducted our experiments aiming
to discriminate between Tunisian sub-dialects belonging to four different cities: namely Tunis, Sfax, Sousse and Tataouine. A spoken
corpus of 1673 utterances is collected, transcribed and freely distributed. We used this corpus to build several speech- and text-based
DID systems. Our results confirm that, at this level of granularity, dialects are much better distinguishable using the speech modality.
Indeed, we were able to reach an F-1 score of 93.75% using our best speech-based identification system while the F-1 score is limited

to 54.16% using text-based DID on the same test set.
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1. Introduction

Due to historical and sociological factors, Arabic-speaking
countries have two main varieties of languages that they
use in daily life. The first one is Modern Standrad Arabic
(MSA), while the second is the dialect of that country.
The former (i.e. MSA) is the official language that all
Arab countries share and commonly use for their official
communication in TV broadcasts and written documents,
while the latter (i.e. dialect) is used for daily oral commu-
nication. Arabic dialects have no official status, they are
not used for official writing, and therefore do not have an
agreed-upon writing system. Nevertheless, it is necessary
to study Arabic dialects (ADs) since they are the means of
communication across all the Arab World. In fact, in Arab
countries, MSA is considered to be the High Variety (HV)
as it is the official language of the news broadcasts, official
documents, etc. The HV is the standardized written variety
that is taught in schools and institutions. On the other hand,
ADs are considered to be the Low Variety. They are used
for daily non-official communication, they have no con-
ventional writing system, and they are considered as being
chaotic at the linguistic level including syntax, phonetics
and phonology, and morphology. ADs are commonly
known as spoken or colloquial Arabic, acquired naturally
as the mother tongue of all Arabs. They are, nowadays,
emerging as the language of informal communication on
the web, including emails, blogs, forums, chat rooms and
social media. This new situation amplifies the need for
consistent language resources and processing tools for
these dialects.

Being able to identify the dialect is a fundamental step
for various applications such as machine translation,
speech recognition and multiple NLP-related services.
For instance, the automatic identification of speaker’s
dialect could enable call centers to orient the call to human
operators who understand the caller’s regional dialect.

Dialect IDentification (DID) task has been the subject of
several earlier research and exploration activities. It is gen-
erally perceived that the number of arabic dialects is equal
to the number of Arab countries. This perception is falsi-
fied when researchers come across remarkable differences
between the dialects spoken in different cities of the same
country. An example of this phenomenon is the dialectal
differences found in Egypt (Cairo vs Upper Egypt) (Zaidan
and Callison-Burch, 2014). Generally speaking, dialects
are classified into five main groups: Maghrebi, Egyptian,
Levantine, Gulf, and Iraqi (El-Haj et al., 2018). Latterly, a
trend of considering a finer granularity of DID is emerging
(Sadat et al., 2014} |Salameh et al., 2018; |/Abdul-Mageed et
al., 2018).

This work follows this trend and addresses the DID of sev-
eral dialects belonging to the same country. We focus on
the identification of multiple Tunisian sub-Dialectﬂ The
Tunisian Dialect (TD) is part of the Maghrebi dialects. This
former is generally known as the ”Darija” or “Tounsi”.
Tunisia is politically divided into 24 administrative areas.
This political division has also a linguistic dimension. Na-
tive speakers claim that differences at the linguistic level
between these areas do exist, and they are generally able
to identify the geographical origin of a speaker based on
their speech. In this work we considered four varieties of
the Tunisian Dialect in order to check the validity of this
claim. We are mainly interested in the automatic classifi-
cation of four different sub-dialects belonging to different
geographical zones in Tunisia. The main contributions of
this paper are two-folds: (i) we create and distribute the first
speech corpus of four Tunisian sub-dialects. This corpus is
manually segmented and transcribed. (ii) Using this cor-
pus, we build multiple automatic dialect identification sys-
tems and we experimentally show that speech-based DID

lalso referred to as regional accents
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systems outperform text-based ones when dealing with di-
alects spoken in very close geographical areas.

The remainder of this paper is structured as follows: In Sec-
tion 2, we review related work on Arabic DID. In section 3,
we describe the data that we collected and annotated. We
present the learning features in section 4. Sections 5 and 6
are devoted to the DID experimental setup and the results.
In section 7 we conclude upon this paper and outline our
future work.

2. Related Work

Although Arabic dialects are rather under-resourced and
under-investigated, there have been several dialect identifi-
cation systems built using both speech and text modalities.
To illustrate the developments achieved at this level, the
past few years have consequently been marked by the
organization of multiple shared tasks for identifying Arabic
dialects on speech and text data. For instance Arabic
Dialect Identification shared task at the VarDial Evaluation
Campaign 2017 and 2018, and MADAR Shared Task 2019.

Overall, the development of DID systems has attracted
multiple interests in the research community. Multiple
previous works, such as (Malmasi and Zampieri, 2016j
Shon et al., 2017), who have used both acoustic/phonetic
and phonotactic features to perform the identification at the
regional level using a speech corpus. (Djellab et al., 2016)
designed a GMM-UBM and an i-vector framework for
accents recognition. They conducted an experiment based
on acoustic approaches using data spoken in 3 Algerian
regions: East, Center and West of Algeria. Five Algerian
sub-dialects were considered by (Bougrinea et al., 2017)
in order to build a hierarchical identification system with
Deep Neural Network methods using prosodic features.

As regards DID systems of written documents, there are
also several prior works that targeted a number of Arabic
dialects. For instance, (Abdul-Mageed et al., 2018)) pre-
sented a large Twitter data set covering 29 Arabic dialects
belonging to 10 different Arab countries. In the same trend,
(Salameh et al., 2018) presented a fine-grained DID system
covering the dialects of 25 cities from several countries,
including cities in the same country in the Arab World. In
an interesting study, (Barkat, 1999) had as objective the
identification of the most important cues that are salient for
Automatic Dialect Identification (ADI). To this end, she
selected six ADs, with three from the Eastern Area (Syria,
Lebanon and Jordan), and three from the Western part of
the Arab world (Morocco, Algeria, Tunisia). The data is
in the form of audio files that were recorded with native
speakers of the corresponding areas, who were asked to
describe a photo. After recording, the researcher ran a
perception test. She invited eighteen other native speakers
to listen to the audio files. Their tasks were to first identify
the geographical areas to which the speaker belongs, and
then provide the segmental, lexical and prosodic cues that
they relied on to decide upon the geographical origin of the
recorded speakers. Interestingly, they identified phonetic
cues along with morpho-syntactic, lexical and prosodic
cues. Barakat argued that there was identification errors,

but they were systematic and logical. In fact, she remarked
that errors occur for geographically close areas. This
means that when the speaker is from Morocco for example,
they may wrongly be perceived as being from Algeria or
Tunisia. She adds that these errors mostly occur when the
perceiver is from a different geographical area than the
speaker. The best identification results prove that when the
speaker and the identifier are from the same geographical
area of the speaker, correct identification trials reached
100 percent. Another interesting conclusion is that most
correct identifications were for the Maghrebi dialects. In
fact, even native identifiers who belong to the Eastern Area
were able to correctly differentiate between the Western
three dialects under study with a rate that reaches up to
75percent for the Moroccan dialect. In a similar approach,
(Biadsy et al., 2009) use phonotactic modelling for the
identification of Gulf, Iraqi, Levantine, Egyptian dialects,
and MSA. they define the phonotactic approach as being
the one which uses the rules governing phonemes as well
as phoneme sequences in a language, for Arabic dialects
identification. They justify their use of phonetics, and
more specifically phonotactic modelling, by the fact that
the most successful language identification models are
based upon phonotactic variation between languages.
Based on these phonotactic features. (Biadsy et al., 2009)
introduced the Parallel Phone Recognition followed by
Language Modelling (PPRLM) model, which is solely
based on the acoustic signal of the thirty-second utterances
that researchers used as their testing data. The PPRLM
makes use of multiple phone recognizers previously trained
on one language for each, in order to be able to model
the different ADs phonemes. The use of several phone
recognizers at the same time enabled the research team
to reduce error rates along with the modelling the various
Arabic and non-Arabic phonemes that are used in ADs.
This system achieved an accuracy rate of 81.60%, and they
claim that they found no previous research on PPRLM
effectiveness for ADI.

Regardless of whether DID is carried at the speech or text
levels, there is a clear trend leading towards finer-grained
level by covering an increasing number of Arabic dialects.
This makes the identification task harder since dialects be-
come increasingly similar when the geographical distance
is reduced, which results in the increase of social contact.
Thus, dialects of neighbouring cities become hardly distin-
guishable even for native speakers, as stated in (Kchaou et
al., 2019).

3. Corpus description

In this section, we describe the current version of the col-
lected corpus. The first version of our corpus contains 1673
utterances spoken by Tunisian native speakers. It covers 4
varieties of the Tunisian dialect. As previously mentioned,
we use the term ’sub-dialect’ to refer to these varieties.
The corpus contains roughly 45.95 minutes of transcribed
speech. Table[T] gives the statistics for each sub-dialect.

We collected our data from online sources. In fact, social
media have become a preliminary means of communi-
cation. Different people from a variety of social and
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Duration (mins) | #Utterances | #Sentences
Sfax 8.37 298 298
Tunis 12.94 411 411
Souse 13 626 626
Tataouine 11.64 338 338
Total 45.95 1673 1673

Table 1: Training Data Details

geographical backgrounds are present to spontaneously
speak up and express their opinions. For this reason,
we chose online data collection method. This method
saved us time and effort. We nevertheless encountered
some difficulties at this stage, especially for the region of
Tataouine and Sousse.

The difficulties in data collection that we had were es-
pecially with the region of Tataouine, and to a lesser
degree the region of Sousse. This is due to the scarcity of
online-available resources like interviews for the former
(Tataouine).As for Sousse, the problem is caused by
the phenomenon of dialects continuum that exists in
the Tunisian coast. Concerning Tunis and Sfax, we did
not find much difficulties while searching for primary
sources. For instance, the sub-dialect of Tunis is the
received dialect of TV and radio programs, especially
news broadcasts, and formal interviews and debates. As
for the sub-dialect of Sfax, we found a number of subjects
originating from Sfax and speaking in their regional dialect.

Speakers of the different regions are from both sexes, with
their ages ranging between eighteen and fifty at the time of
recording. Raw data is in the form of long WAV files that
we segmented, lexically-annotated, and saved into separate
utterances using Tanscriber. As summarized in the table,
the total duration for each region is the sum of all the pre-
served segments for each region.

3.1.

We divide this analysis into two main parts. First, we
briefly introduce the vowel system of each region. We
do this through a table that we included below. We then
introduce some major vocalic patterns. To do this, we
compare the four regions’ vowels use. In the second part,
we present the consonant system of TA in general, and how
it is used in the four sub-dialects under study. We finally
combine the two parts that make the phonemic system
for the sake of presenting the possible syllable structures.
We also include some statistics of the sub-dialects under
study throughout the section. We also classify the vowels,
consonants and syllabic systems according to (Maddieson,
2013) in (Dryer and Haspelmath, 2013)).

Phonetic analysis

3.1.1. Vowels:

Table [2] presents the different vowels that TA speakers
use. We collected this inventory of vowels from the
phonetic transcription of our collected data. As is clear
from the table, the speakers of the regions under study use
fourteen vowels in their speech according to the phonetic

transcription that we established. Interestingly, some of the
vowels are considered to be allophones at the inter-regions
level. An example of this phenomemon is the vowel /i/, /e/
and /&/ to designate the I’ subject. In fact, ”I” is uttered
as /eni/ in Sousse, /ena/ or /&na/ in Tunis and Sfax, and
/@&ne/ in Tataouine. At the intra-regional level, phonemes
perception changes. Vowels and consonants are the same
in all regions, i.e. all Tunisians use the same vowel and
consonant systems. Yet, in the same phonetic environment,
speakers from the four regions, use different vowels. By
this we mean that vocalic differences come to surface in
the process of syllable and word formation.

According to (Maddieson, 2013)’s vowel systems catego-
rization of languages, TA is considered to have a large
vowel inventory. This is because each of the regions un-
der study has 14 vowels in average, and this is according to
the phonetic transcription that we established. The classifi-
cation of a given dialect or language according to this scale
does not consider allophones of the same vowel as a sep-
arate phoneme. The nasalized form for example does not
make a different vowel. The main distinctive feature in TA
in general is the place of articulation. Nasalization, vowel
length and aspiration are present in all the sub-dialects un-
der study, but their presence or absence does not make dif-
ferent lexical entries for interlocutors. (Maddieson, 2013)
claims that, in general, there is an inverse relationship be-
tween consonant and vowel inventories. However, he con-
tinues that, by reference to the languages that have large
consonant and vowel inventories at the same time, the in-
verse relationship between consonant and vowel invento-
ries ”is not part of a general pattern in languages”. Mad-
dieson also highlights that the relationship between these
two elementary components of human speech in general by
insisting on the consonant-vowel ratio (C/VQ) which is cal-
culated by dividing the number of consonants by the num-
ber of vowel qualities. The average vowel quality number
for the regions under study is 14, while consonants are of
30. The resulting ratio is 2.14, which is, according to the
consonant-vowel ratio scale, considered to be part of the
101 world languages having a moderately low consonant-
vowel ratio.

Maddieson claims also that vowels typically occur at the
center of syllables. This is not always the case for our TA
sub-dialects. These latter share with MSA the possiblity of
having vowels at the end of syllables as in Ui (/mfinz/),

S5 (Klit/) and &a S (/karohba/).

Differences at the vocalic level arise at the level of
phonemes choice across the Studied regions. This means
that, for the same token, different vowels are used. An
example for his phenomemon is the verb i which

is uttered as /mfen/ in Tataouine, /mfin®/ in Sousse,
/mfina/ in Tunis, and typically /mfama/ or /mfema/ in
Sfax. In general, the main difference between the four
sub-dialects is in long vowels choice. Speakers from
the four regions use long vowels differently, especially
word-medially or word-finally., Words containing long
vowels are pronounced differently across sub-dialects.

The example mentioned above of the pronoun Giin MSA
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Region

Vowels Tunis Sousse Sfax Tataouine

i v’ v’ v’ v’

I v’ v’ v’ v’

A v’ v’ v’ v’

a v’ v’ v’ v’

o v’ v’ v’ v’

U v’ v’ v’

u v’ v’ v’ v’

o) v’ v’

ae v’ v’ v’ v’

£ v’ v’ v’ v’

e v’ v’ v’ v’

v’ v’ v’ v’

el v’ v’ v’ v’

ar v’ v’ v’ v’

av v’ v’ v’

Proportion V:3397% | V:31.50% | V:31.57% | V:33.33%
vowel/consonant | C:66.03% | C:685% | C:68.33% | C:66.66%

Table 2: Per region vowels distribution and percentages

(which means ’I’), is an illustration of this variation.
Given the above and the collected data, we observed a
tendency in the sub-dialect of Tataouine to use close-mid
and open-mid long vowel forms more than Tunis and Sfax,
while the sub-dialect of Sousse makes a mixture of both.
The sub-dialect of Tunis combines the upper and lower
parts of the vowel quadrilateral, while the sub-dialect of
Sfax adds to it the use of diphthongs.

3.1.2. Consonants and Possible Syllable Structures:

In order to determine to what language group the TA sub-
dialects under study belong in terms of possible syllable
structures, we ultimately have to briefly present the con-
sonant system used in TA. As previously stated, TA’s con-
sonantal system encompasses 30 consonants, twenty-seven
of which are the same as MSA except for two which are
treated as one. The other three consonants are borrowed
from other languages. These are /p/, /b/ and /g/. Accord-
ing to (Maddieson, 2013)), this number of consonants places
the four TA sub-dialects among 94 world languages with
moderately-large consonant inventories.

Furthermore, we estimated the proportion of consonants
compared to vowels in continuous speech based on the pho-
netic transcription. We found that consonants in our four
sub-dialects are present more than two times as compared
to vowels in connected speech. The classification of conso-
nantal and vocalic systems, added to the former proportion
helped us have a vision on the quantity of consonant combi-
nations in TA in general, and in the four sub-dialects in our
case. Since TA does not use diacritization in the way MSA
does, consonant clusters are widely present in the four sub-
dialects as compared to vowels. It is a general rule in TA
that consonant clusters are permitted word-initially as in the
word ¢l (/fbik/), word-medially as in _J&5 (/tinglaeb/),

and word finally as in _gduw (/sejjebtf/).
Added to the fact that consonant clusters are allowed in

all word positions, TA allows for more than binary con-
sonant clusters. The combination of three consonants is
also allowed, like in the word Sulw (/mabldok/). The

most prominent allowed syllable structures in TA in gen-
eral are: C, CV, CCV, CCCV, CCCVC. The syllabification
system that we opted for is the one that concatenates words
uniquely according to the presence of vowels, without any
account for the presence of meaning in each syllable. This
is because the TA dialect in general is one of the under-
studied dialects. To our knowledge, the account for syllable
patterns is still absent. Another common ground between
the sub-dialects under study is the fact that o (/d*/) and &

(/0/) are both pronounced as 1. Words like ua,;\ (/abjod'/)
and J 4lay (/jod"horli/) are examples of the fusion of these

two Arabic phonemes into one single phoneme.

Along with the common ground, TA sub-dialects un-
der study have some differences. For the sub-dialect of
Tataouine, the /g/ is used most of the times in place of the
/q/. The other three sub-dialects use the /q/ in the same
phonetic environment as the /g/ phoneme in the sub-dialect
of Tataouine. For the latter sub-dialect, the /g/ phoneme

is used mainly in verbs like L;?du (/tzelgee/), and in nouns

like J.B (/g&bal/), in both of which which the g becomes

q in the three other sub-dialects. Interestingly however,
the /g/ phoneme is not always an allophone for /q/. Ex-
amples like » )..3 (/gTu:d/) which means the camel’s baby,

and Caw J.e (/grist/) which means "I am cold’, are examples

of the treatment of /g/ as an independent phoneme. Substi-
tuting /g/ with /q/ will change the meaning for both words.
The former’s meaning becomes ’sitting’ like in MSA (and
this word is not used as far as we searched), while the lat-
ter loses its meaning, and one has to substitute o with e

in order to obtain Cue 3 (/qras™t/) which means °I tweaked
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(somebody)’. Statistically speaking, for 21 verbs uttered in
the sub-dialect of Tataouine, the /q/ phoneme is uttered as
/g/ in eighteen instances, leaving only three instances for
the /g/. As for nouns and adjectives, the native speakers of
Tataouine sub-dialect opt for the use of /q/ instead of /g/ in
twenty five out of twenty eight instances. The /q/ phoneme
is used in 57.14 percent of the instances, while /g/ is used
42.85 percent of the instances. The sub-dialects of Tunis,
Sfax and Sousse use /g/ in approximately 5.5 percent.

3.2. Corpus distribution

Our corpus will be freely distributed for the research
communityf] This will enable researchers to reproduce our
results and, hopefully, to push forward the research in the
field of Arabic dialect identification. The corpus will be
a package that consists of the audio files along with their
corresponding aligned transcripts.

4. Learning Features

Our DID task is a multi-class classification task. It con-
sists of 4 classes. We considered different classification al-
gorithms in order to create various identification systems
using either the speech signal or its transcripts. For both
types of systems we derived a suite of acoustic and lexical
features. In this section we describe our feature sets used to
build various DID systems.

4.1. N-gram features

N-gram features have been used in the vast majority of pre-
vious works related to DID and text classification. We ex-
tracted Word unigrams as word level features. Character n-
grams have also shown to be the most effective in language
and dialect identification tasks (Zampieri et al., 2017). We
extracted character n-grams ranging from 1- to 3-grams and
from 1- to 5-grams. We used Term Frequency-Inverse Doc-
ument Frequency (Tf-Idf) scores instead of count weights
since they are known to perform better.

4.2. Spectral features Extraction

As regards the speech identification systems, we ex-
tracted the Mel-Frequency Cepstrum Coefficients (MFCC).
MFCCs has proven to be effective in modeling the subjec-
tive pitch and frequency content of audio signals (Mubarakl
et al., 2006). In addition, they have been shown to be reli-
able for speech recognition as well as for speaker identifi-
cation. MFCC are based on a double Fourier transform or
discrete cosine transform of the signal energy. This trans-
formation highlights the harmonic properties of an acoustic
signal. We partitioned the speech into frames and computed
the cepstral features for each frame. Given that MFCC fea-
tures describes only the power spectral envelope of a sin-
gle frame, for richer information about the frames, we also
measureed changes in the speech spectrum over multiple
frames of speech to model long-term language characteris-
tics using first and second derivatives.

Zhttps://github.com/fbougares/Tunisian-Sub-Dialects-Corpus

5. Experimental setup

In this section, we present our experimental setup to train
speech and text-based DID systems. We also present
the classification accuracy using several classification
algorithms.

5.1. Data, Algorithms and Evaluation metrics

Data splitting : The collected corpus presented in section
[3]is divided into Train ad Test sets. The splits are balanced
for each sub-dialect and the distribution of each split is pre-
sented in Table 3} For each sub-dialect, 238 utterances are
devoted to training while 60 utterances are kept for Testing.
This corresponds to about 18 and 8 minutes of speech in
the train and test set respectively.

Train set | Test set
# of minutes 18 8
# of Utterances 238 60
# of Sentences 238 60

Table 3: Data splitting.

ML algorithms: In the recognition phase, we tested
three traditional classifiers. To form these classifiers,
we used machine learning algorithms that are suitable
for classification tasks. We considered Support Vector
Machines (SVM), Naive Bayes (NB), and a MultiLayer
Perceptron (MLP). All of them were applied without any
pre-processing.

Evaluation Metrics: We report the results of classifica-
tion using the F1 scores. F1 is calculated according to the
weighted F1-score which provides a balance between preci-
sion and recall. We also provide the confusion matrix of all
sub-dialects for both text- and speech-based DID systems.

5.2. Text-based DID system

The first set of experiments are performed using the tran-
scribed data of our corpus without any pre-processing.

As a first step, three classifiers (NB, SVM, MLP) are
trained using word uni-grams and character n-grams
features separately. Thereafter, they are trained using a
various combination of both word uni-grams and character
n-grams. Table ] reports the results of our various systems
on the test set. The best Fl-score (54.16 in Table {4) is
obtained using SVM classifier trained over word uni-gram
and 1—3 character n-gram.

N-Gram Features F1 score

Word Char SVM NB MLP
1. 1 - 51.66 | 53.75 | 43.33
2. - 1 32.06 | 29.16 | 26.66
3. - 1—5 5291 | 50.0 | 31.25
4, 1 1 49.16 | 51.66 | 43.75
5. 1 1—-3 54.16 | 52.08 | 36.66
6. 1 1—5 52.5 | 5041 | 36.66

Table 4: Fl-scores of text-based DID systems on Test set.
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5.3. Speech based DID system

In addition to the above text-based DID systems, we trained
various speech-based systems using different feature sets.
For speech-based systems we decided to use the classifier
that performed best on text data: SVM. Indeed, Several
SVM models were trained using feature vectors of different
sizes extracted from the speech signal using a frame size of
20 seconds duration.

Table[5|reports the results of dialect identification using dif-
ferent dimensional feature vectors. The best result is ob-
tained by a feature vector with a dimension composed of
13 MFCC coefficients and their corresponding delta coeffi-
cients.

Spectral Features F-1 score
MECC (13) 92.08
MFCC (13) + Delta 93.33
MEFCC (13) +Delta +DD 93.75

Table 5: Fl-scores of SVM speech-based DID systems on
Test set.

As it can be seen from the table above, the speech-based
system performed better with MFCC+Delta+DD features.
This is due to the richer context information we get using
Dela+DD. If we compare the speech-based DID system re-
sults against the text-based ones, we notice a significant F-1
score increase. This emphasizes the presupposition that the
text-based DID systems reach their limits when they have
to deal with dialects belonging to close geographical areas.

6. Analysis and Discussion

In this section, we present an analysis of the classification
results of our best text- and speech-based DID systems.
The confusion matrix of the text-based DID system is pre-
sented in table [(] As we can noticed from this table, the
most confused sub-dialects are from Sousse (SOUS) and
Tunis (TUN). 16 segments from SOUS class are wrongly
predicted as TUN and 13 from TUN wrongly predicted as
SOUS. The most confused pair is Sfax (SFX) and Sousse
(SOUS): 16 sentences from SFX incorrectly predicted as
SOUS and 7 SOUS sentences incorrectly assigned to SFX.
As expected, the identification confusions tend to be bigger
for close geographic zones. In fact, sentences from close
regions has a big vocabulary overlap and therefore they are
harder to discriminate using textual features.

Predicted label
SFX SOUS TAT TUN
SEX 37 16 9 8

SOUS 7 27 7 16
TAT 5 4 38 8

Actual label

TUN 11 13 6 28

Table 6: Confusion matrix of text-based DID system.

In order to investigate further the reasons behind the high
confusability, we conducted a deeper analysis by manu-

ally evaluating the mis-classified sentences for each sub-
dialect. This evaluation was performed as follows: each of
the incorrectly predicted sentences was presented to a na-
tive speaker who had to decide whether or not to approve
the system’s decision. Table [/| presents examples of sen-
tences from the test and their transliteration.

Prediction | Gold
TUN SFX

Sentences
SL Josid Ul ot o 498 28]
rf SwyTbnnjm’ AnAnst‘mlsAqY
P CRCREPE NP RO
Xgytawlm.gAmrTwb dt‘lY dArnA
FRALFI NG RN 9 &3'\
K{_JL&- IR Y]
‘ny m*ytsAfril fr AnsAw
q‘dt .gAdykA
tw mwrAlk ytl* fhmt
Lod als s s ol SFX
sA‘At nbdA fr.hAnT brw.hy br*T
sA‘At nbdA frhAnT *wyT
t.g%t
S ey g
tatsbab w tw.sl mamkn
‘L"S\.: f K..J.JL.C OL‘;"J k}w‘\;
Smsrm.dAn.gAdyk Akl®y'
Loty “—‘J\’ rl.:P' v
rL;:;:.\ ey,
fmA xyAm fAr.gT whmyT
w 1A fmA ’‘t.sAm
wle L3 Wl 1Ag SFX
tbdA yAsr qwyT ‘lyh
SHNIPI= SFX
gA fy mxy .twl fAzT
Wl VT 5 By wis e SFX
mn ‘nd bwk w ’1A mk

TUN SFX

TUN SFX

TUN

TUN

TUN

TUN TAT

TUN TAT

TUN TAT

SOUS

SOUS

SOuUS

Table 7: Examples of text-based classification errors from
test set and their ground truth label.

The evaluation has shown that almost all the studied ex-
amples may belongs to both dialect and are hardly distin-
guishable even for native speakers. This exemplifies the
increasing complexity the DID task in written text when
we consider close dialects having a large lexical overlap.
As with the text-based DID system, we also analyzed the
confusion matrix of our speech-based DID system.

As is highlighted in table [§] the identification confusions
are much lower even for close geographic zone. The
speech-based system almost completely corrected the di-
alect prediction of utterances for which text-based system
fails.
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Predicted

SFX SOUS TAT TUN
— SFX | 51 3 I 0
£ sous| 9 57 1 1
“mar | o 0 58 0

TUN | 0 0 0 59

Table 8: Confusion matrix of speech-based DID system.

7. Conclusion

In this paper we wanted to show whether conventional
DID systems are able to distinguish Arabic sub-dialects
at a narrow geographical scale or not. To achieve this
goal, a corpus of 4 varieties of spoken sub-dialects from
north to south of the Tunisian country was created. We
used this spoken corpus and its manual transcription to
carry out experiments dedicated to the build text- and
speech-based dialect identification at this fine-grained
level. Our experiences have shown that speech-based
DID systems outperform text-based systems since the
latter has to deal with close sub-dialects with highly
overlapping vocabularies. =~ We also presented a small
phonetic description of the sub-dialects at the vocalic,
consonantal and syllabic levels despite the challenge of
having a limited corpus. This study confirms the native
speaker statements regarding the higher suitability of
speech to better discriminate closely related dialects. This
is our first work towards drawing the dialectal map of
Tunisia, and to establish a well-comprehensive linguistic
description of the TA dialect as a whole, and highlight the
variation between the different sub-dialects spoken across
the different cities. Therefore, this work will be pursued
by exploring the dialectal characteristics of additional
Tunisian cities. We also plan to enlarge the data for the
current cities in order to draw solid descriptions of the
different Tunisian sub-dialects, and then use the results to
build systems that rely more on linguistic rules including
phonotactics and prosody.
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