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Abstract
Is it possible to use images to model verb semantic similarities? Starting from this core question, we developed two textual distributional
semantic models and a visual one. We found it particularly interesting and challenging to investigate this Part of Speech since verbs
are not often analysed in researches focused on multimodal distributional semantics. After the creation of the visual and textual
distributional space, the three models were evaluated in relation to SimLex-999, a gold standard resource. Through this evaluation,
we demonstrate that, using visual distributional models, it is possible to extract meaningful information and to effectively capture the
semantic similarity between verbs.
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1. Introduction
Imagine that someone offers you something to drink. Even
if you do not know what kind of drink it might be, you
could make some hypotheses. You could infer that the drink
would be contained in a bottle or in a cup and that it would
be either water, wine or beer. In the same way, you would
consider unrealistic the idea of drinking an apple pie or a
piece of chair. This type of educated guess is possible be-
cause you are able to derive the semantics of the verb drink
from its linguistic and experiential context. For example,
water often cooccurs with drink both in linguistic data, such
as books, and in our multimodal experience.
Distributional Semantics is based on the assumption that
words with similar meaning tend to be used within the
same linguistic contexts. This hypothesis is implemented
by Distributional Semantic Models (DSMs), which repre-
sent each lexical element through a distributional vector
(Lenci, 2018). The similarity of two words is then calcu-
lated based on the position of their vectors within the distri-
bution space. Purely linguistic DSMs may be extended to
Multimodal DSMs (MDSMs), which combine the informa-
tion coded within the linguistic vector with different type
of data, the most common of which are visual information
extracted from datasets of images (Lazaridou et al., 2015).
These models tend to perform better than the ones based
only on linguistic data, which show several limitations. In
fact, even if linguistic models are able to capture complex
linguistic properties, they do not register attributes that for
a human being are absolutely intuitive. For example, it is
more probable to extract from a text the information that a
lemon is sour than that it is yellow, because it is unlikely
that a writer would describe such obvious information as
lemons are yellow (Baroni and Lenci, 2008; Andrews et al.,
2009; Riordan and Jones, 2011). Similarly, if we would
like to define an example of obvious information which is
not encoded in a verb vector, we could imagine there is an
higher probability to find sentences like ”John is punching
the punching bag” instead of ”John is punching using his
hands”. Thus, this information cannot be derived from tra-
ditional DSMs, while it can be represented with MDSMs.
In this paper, we propose a comparison of the performance
obtained using DSMs based on textual information with

the one obtained using visual DSMs that encode informa-
tion extracted from images with the Bag of Visual Words
(BoVW) technique (Bruni et al., 2011). This way we want
to demonstrate that a visual distributional model is able
to effectively capture the semantic similarity between con-
cepts, performing in some cases even better than linguistic
models.
Our analysis focuses in particular on verbs since they play
a core role within the sentence. In fact, verbs more than
nouns and adjectives are able to convey relevant informa-
tion about events and actions described in sentences, and
impose syntactic and semantics constraints on their argu-
ments. Moreover, verbs have received little attention in
MDSMs, which have mostly focused on nouns. The present
research is based on the assumption that the multimodal
representation of a verb can be derived from the visual rep-
resentation of the verb’s argument nouns and, more specif-
ically, from those nouns which co-occur with the verb as
subjects and objects.
The present paper is organized as follows. A short set of
related works on multimodal Distributional Semantics are
reviewed in Section 2. In Section 3, we describe the linguis-
tic and visual resources used, as well as the methodology
adopted for the creation of our DSMs. In Section 4, we dis-
cuss the analysis and the evaluation performed in order to
determine whether the multimodal approach improved the
model performance in capturing verb semantic similarity.
Finally, Section 5 reports conclusions and ideas for further
works.

2. Multimodal Distributional Semantics
Several works have been developed in years in multimodal
Distributional Semantics. Here, we briefly mention the
work of Bruni et al. (2014), one of the earliest on this sub-
ject. In this work, the textual and visual information are
combined, producing a multimodal semantic model. Al-
though their research is not the first attempt to combine
textual and visual information, since Feng and Lapata al-
ready developed in 2010 a multimodal distributional se-
mantic model using an approach which unified visual and
textual information (Feng and Lapata, 2010), from the re-
search of Bruni et al. emerges an interesting behavior of
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MDSMs. In fact, the authors underline that while the mod-
els based on images are more oriented towards capturing
the similarities between concrete nouns, focusing on prop-
erties such as colour or shape, textual models are more ori-
ented towards recognizing abstract objects and their prop-
erties. According to Lazaridou et al. (2015) this limit of
MDSMs may be due to the type of images which are ex-
tracted for abstract concepts. In their research, which is
based on a multimodal version of Skip-gram (Mikolov et
al., 2013b), the authors underline the necessity to extract
more diversified images to represent abstract nouns such as
freedom or theory. The reason for this is that, while for con-
crete words it is more common to find a picture that exactly
represents that word, for abstract concepts this is more rare.
As a consequence, the multimodal vectors of abstract word
convey more complex information, since the visual data for
an abstract concept can be extremely diversified one from
another.

The difficulty to capture abstract properties and concepts
using visual models is highlighted also in the research of
Făgărăsan et al. (2015), who work on a method for the au-
tomatic prediction of the (visual) features of objects elicited
by the subjects, and in the work by Hill and Korhonen
(2014). In this latter research, authors focus their study
on the development of a multimodal model to learn con-
crete as well as abstract nouns. These works reveal that
visual models are able to extract different types of infor-
mation with respect to textual DSMs. Köper and Schulte
im Walde (2017) analyze the performance of a neural net-
work model in predicting the compositionality of nominal
and verbal multiword expressions, when visual information
are included. From their results it emerges that, when com-
bined with textual vectors that describe nouns, the visual
features are able to predict better the concrete targets. Oth-
erwise, when the textual verb vectors are combined with the
features extracted from the images that visually describe the
verb, the opposite case occurs. This demonstrates that the
performance of MDSMs differs when applied to the study
of nouns rather than to verbs.

Another interesting work is the one conducted by Shekhar
et al. (2017a), which highlights an important limit of
MDSMs. Although these models are able to recognize with
a good level of accuracy the objects (represented linguisti-
cally by nouns) present in an image, they often have some
difficulties in representing attributes (described by adjec-
tives), actions (verbs), mode (adverbs) and spatial relations
(prepositions). Adopting the FOIL methodology (Shekhar
et al., 2017b), which consists in replacing a word in a gen-
erated caption with an incorrect element (the foil), Shekhar
et al. demonstrate that MDSMs are often not able to com-
pletely identify all the elements present in an image. There-
fore, according to the authors, it is compulsory to create
models able to understand the information encoded by ad-
jectives and prepositions.

Starting from these assumptions, the question we inves-
tigate in this paper is whether the information extracted
through visual models is useful for defining the meaning
of a verb.

3. A Visual Representation of Verbs
The aim of our study is to show that purely visual vectors
can be used to effectively capture the semantic similarity
between verbs. More specifically, in the present experi-
ment textual verb vectors are syntax-based distributional
representations that encode co-occurrences with its argu-
ment nouns, in particular subjects and objects.
In a similar way, visual verb vectors are built from the
images that describe the subjects and objects of the verb.
Starting from this assumption we i) selected the visual and
the textual resources and ii) extracted the verb vectors from
these resources.

3.1. The textual vectors
To build the textual vectors, we extracted the verbs from
SimLex-999 (Hill et al., 2015)1 and their arguments from
the annotated tensor of Distributional Memory (DM) (Ba-
roni and Lenci, 2010)2.
SimLex-999 is a resource which describes the similarity be-
tween pairs of words and is designed for the evaluation of
DSMs. It includes 999 word pairs divided by POS (nouns,
verbs and adjectives) and for two categories (concreteness
and abstractness). Compared to other resources such as
WordSim-353 (Finkelstein et al., 2002), SimLex-999 quan-
tifies the similarity between pairs of words rather than their
degree of association. This means that pairs related but not
actually similar tend to have a lower score, compared to the
one recorded in other datasets. For example, in SimLex-
999 the pair coast-shore with a score of 9.00, while the pair
clothes-closet, which are related but not similar, has a score
of 1.96. In addition to this, Hill et al. remark on the diffi-
culty DSMs have in capturing the similarity between verbs
in SimLex. However, this feature is in line with the the-
ory that verbs are relational concepts; thus, their meaning
is more complex to grasp because it is closely linked to the
one of the other words which co-occur within the sentence.
Nevertheless, we decided to use this resource since it al-
lows us to represent similarity between word pairs and to
perform a detailed analysis of DSMs. From this dataset we
randomly selected 100 target verbs (organized in 66 pairs),
characterised by different degrees of concreteness. Then,
for each target, we extracted its arguments from the DM
tensor.
In DM, distributional information is organized in a set of
weighted word-link-word tuples, formally represented as a
third-order tensor. From the model TypeDM, we extracted
the noun arguments of our target verbs, selecting the tuples
marked with one of these links: sbj-intr (subject of a verb
without a direct object), sbj-tr (subject of a verb with a di-
rect object), iobj (indirect object), obj (direct object).
The extracted data were used to create two different DSMs:
the first one (M1) consists of the 100 SimLex verbs as tar-
gets and their 20 noun arguments (10 subjects and 10 ob-
jects) with the highest value of Local Mutual Information
as contexts, while the second one (M2) includes all their
subjects and objects available in TypeDM. This means that

1Available at: https://www.cl.cam.ac.uk/

˜fh295/simlex.html
2Available at: https://marcobaroni.org/dm/

https://www.cl.cam.ac.uk/~fh295/simlex.html
https://www.cl.cam.ac.uk/~fh295/simlex.html
https://marcobaroni.org/dm/


5867

M1’s nouns form a shorter list of M2’s nouns, although
both nouns arguments are marked with the same labels (obj,
iobj, sbj-tr, sbj-intr). Then, to improve the quality of the se-
mantic space the textual vectors were reduced to 100 latent
dimensions with SVD. The reason why we chose to select
100 dimensions is that, as described by Bullinaria and Levy.
(Bullinaria and Levy, 2012), the lower the number of di-
mensions considered the more efficient the computational
distribution model should be. Nevertheless, different SVD
dimensions and higher numbers of arguments extracted are
been taking under consideration for future works.

3.2. The visual vectors
As visual resource we used Imagenet3 (Deng et al., 2009),
an ontology of images based on the same hierarchical struc-
ture used by WordNet (Miller, 2016). ImageNet is a rich
dataset with diversified, high resolution images and a high
level of image labels accuracy. We used an image corpus
instead of a video corpus since our aim was to visually de-
scribe only the nominal occurrences of the verbs selected,
while a video corpus may be more likely used to describe
verbs and actions. To collect the images for our research,
we selected the nominal occurrences from M1 and, from
those 2,000 nouns, we identified 706 types. Then, we ex-
tracted the visual representations of the types and computed
their BoVW using MMFeat (Kiela, 2016).
MMFeat4 is a toolkit designed to simplify the extraction
and the analysis of visual and audio resources for NLP
tasks. With this toolkit, we downloaded randomly 5 images
which visually described our target nouns, and computed
their BoVW using the SIFT descriptor (Lowe, 1999). The
SIFT descriptors are automatically calculated based on the
most important features of the image and offer the advan-
tage of remaining unchanged despite any alteration in light,
position or point of view.
This way, the images representing the verb arguments used
for the textual DSMs M1 and M2 were extracted. How-
ever, not all types of nouns are available in ImageNet. In
fact, for some of them it was not possible to obtain a vi-
sual representation because they belong to the class of ab-
stract nouns (such as theory and experience). Anyway, the
problematic nature of finding visual representations from
abstract nouns is attested in other researches (Hill and Ko-
rhonen, 2014; Anderson et al., 2017). Therefore, this result
was quite expected. Instead, for the concrete arguments, it
was possible to extract the corresponding images, identify-
ing the descriptors and extracting the Bag of Visual Words.
Then, the Visual Words that represented the same concept
were aggregated and we calculated the centroid vector for
each group of images. This way, we reduced the values of
a Visual Word to a single value per image/concept.
At this point, as for the textual models, we organized the vi-
sual representation of verb’s subjects and objects into a co-
occurrence matrix. The visual matrix MV tables the verbs
in rows, the images in columns and, as entries, the BOVW’s
centroids calculated per each image/concept. Thus, the vi-
sual vector associated with each verb is represented as the

3Available at: http://www.image-net.org/index
4Available at: https://github.com/douwekiela/

mmfeat

Figure 1: Example of how the image-based vector is con-
structed (Bruni et al., 2014)

sequence of the centroids of its visual arguments. Finally,
the visual matrix was also reduced to 100 latent dimension
with SVD.

4. Evaluation and Discussion
4.1. Evaluation with SimLex-999
In order to evaluate whether the visual distribution model
was able to identify the similarity between verbs, we com-
pared our models with the gold standard resource SimLex-
999. The evaluation of our distributional models with
SimLex-999 presents two difficulties. The first one is that,
as highlighted also by Hill et al. (2015), distributional se-
mantic models tend to perform worse when compared with
this resource, because they are not usually able to identify
the similarity between two words independently from the
words’ relatedness degree. The second difficulty depends
on the type of PoS we decided to investigate. In fact, dis-
tributional semantic models perform poorly in recognizing
the semantic similarity between verbs with respect to the
others PoS.
The evaluation of M1, M2 and MV considers the gold stan-
dard resource’s characteristic; so, since in SimLex-999 as-
signs low similarity score to pairs of antonyms, we did not
include in the evaluation the antonym verb pairs. Our vi-
sual model MV obtained a good level of performance, with
a Spearman’s index of correlation ρ = 0.25 (Table 1). This
result is highly positive if we consider that usually visual
models tend to perform worse than the the textual ones,
given the same number of co-occurrences (Bruni et al.,
2014). Instead, our textual model M1, which had the same
number of co-occurrences as MV, recorded a lower index of
correlation (ρ = 0.06) than the visual distributional model
realized.
Moreover, the results obtained by MV are competitive even
when compared with external models. In fact, in the eval-
uation conducted by Hill et al. (2015) the standard Skip-

http://www.image-net.org/index
https://github.com/douwekiela/mmfeat
https://github.com/douwekiela/mmfeat
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gram model (Mikolov et al., 2013a) obtained a correlation
of ρ = 0.27 on the verb subset of SimLex-999 (Table 1).

M1 M2 MV Skip-gram (verbs)
SimLex-999 0.06 0.38 0.25 0.27

Table 1: Performances of our models and the Skip-gram
model, as reported in Hill et al. (2015) for the verb subset
of SimLex-999

Instead, it is clear that M2 performs better than MV (ρ =
0.38). This improvement is due mainly to the increase in
the number of co-occurrences considered within the model.
Indeed, as highlighted also by the authors of SimLex-999,
models with more co-occurrences achieve better perfor-
mances.

4.2. Abstract vs concrete
As we have already explained, the use of abstract words
does affect the overall performance of visual distributional
models, regardless of the POS considered (Hill and Korho-
nen, 2014; Făgărăsan et al., 2015; Anderson et al., 2017).
Therefore, we decided to make a further comparison be-
tween SimLex and the three models created, taking into
consideration only concrete verbs. We evaluated the con-
creteness of a verb based on the study conducted by Power
with respect to the categories of abstract verbs within the
English language (Power, 2007); more specifically, Power
illustrates two classes of abstract verbs and their character-
istics. We then used Power’s guidelines to define if a verb
could be considered concrete or not. Should a verb falls
in both categories (e.g. have an idea vs have a car) , we
included it in the list of concrete verbs.
In comparison with the results obtained considering both
abstract and concrete verbs (Figure 2), this second analysis
shows that visual models can record a significant improve-
ment when only concrete items are considered (Figure 3).
On the other hand, the textual models M1 and M2 do not
obtain a great improvement from this restriction. In fact,
M1 presents just a little improvement (with a ρ = 0.09), M2
actually performs worse than before (ρ = 0.31) while MV
records a index of correlation of ρ = 0.4 (while before it
was 0.25).

This is an extremely interesting outcome from which it
emerges that, augmenting the level of concreteness of the
target data provided, the visual distributional model is able
to perform better than before. More importantly, it emerges
that using images is more useful in the definition of the se-
mantic similarity between concrete verbs than using their
corresponding linguistic counterparts. In fact, our concrete
MV performed better than the textual models, describing
successfully the similarity between verbs. Consequently,
this implies that textual models achieve good performance
scores only when both concrete and abstract verbs are in-
cluded.
From the results obtained it is possible to conclude that, at
least for the set of verbs considered, the concrete images
have been proved to be more informative than the nouns
denoting them.

Figure 2: Evaluation of the three models compared to the
gold standard when both concrete and abstracts verbs are
considered (for a total of 100 verbs).

Figure 3: Evaluation of the three models compared to the
gold standard when a subset of concrete verbs (45 verbs) is
selected from SimLex-999.

5. Conclusion
In this paper we illustrated the development and the eval-
uation of a visual DSM applied to the study of the seman-
tic similarity between verbs. The aim of our project was
to demonstrate that using visual distributional models it is
possible to effectively capture the semantic similarity be-
tween concepts, and that the information extracted through
visual models is useful in capturing the meaning of a verb.
To prove that, we created two textual distributional mod-
els, named M1 and M2, which included respectively the
20 top nominal co-occurrences (10 with the role of subject
and 10 as object), and all the subjects and objects exist-
ing in DM for a set of target verbs selected from SimLex-
999. We also built a visual model, MV, using the images
extracted from ImageNet. Then, these three models have
been compared in order to verify whether the visual model
actually produced an improvement in defining the seman-
tic similarity between verbs. From the results obtained,
we saw that: i) our visual distributional model is actually
able to capture the meaning of verbs and their semantic
similarity, ii) performing even better than M1, which in-
cluded the same number of nominal occurrences consid-
ered. However, if we compare two models with a different
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number of occurrences considered, the model with more
occurrences is more able to identify the semantic similar-
ities between verbs. The visual distributional model re-
alised performed well if compared with SimLex-999, a gold
standard resource whose use presents several critical issues.
This data is particularly positive if we consider that i) visual
models tend to have worse performances than the textual
ones, and that ii) DSMs tend to perform poorly in recog-
nizing the similarity between verbs respect with respect to
nouns. Moreover, we showed that our visual model can ob-
tain competitive results even when compared with external
models, such as the Skip-gram model. Finally, we showed
that the performance of the visual model can have a signif-
icant improvement, if we focus on concrete verbs only. In
fact, visual models are heavily affected by the presence of
abstract elements which are difficult to encode in an image.
However, visual DSMs can describe the semantic similarity
between concrete verbs better than textual models.
Having obtained positive results from the visual model pre-
sented in this paper, we intend to improve our approach,
increasing the number of target verbs considered. With
this regard, we are considering to use SimVerb-3500 (Gerz
et al., 2016) since this is a larger verb-specific dataset.
Moreover, we would like to increase the number of con-
sidered syntax-based co-occurrences as well as the number
of vectors’ dimension. Subsequently, this new and richer
model could be used, in combination with a textual seman-
tic model and representing the meaning of verbs with the
concatenation of their textual and visual vectors, for the de-
velopment of a novel MDSM.
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