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Abstract
There exist as many as 7000 natural languages in the world, and a huge number of documents describing those languages have been
produced over the years. Most of those documents are in paper format. Any attempts to use modern computational techniques and tools
to process those documents will require them to be digitized first. In this paper, we report a multilingual digitized version of thousands
of such documents searchable through some well-established corpus infrastructures. The corpus is annotated with various meta, word,

and text level attributes to make searching and analysis easier and more useful.
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1. Introduction

The diversity of the 7000 languages of the world represents
an irreplaceable and abundant resource for understanding
the unique communication system of our species (Evans
and Levinson, 2009). All comparison and analysis of lan-
guages departs from language descriptions — publications
that contain facts about particular languages. The typi-
cal examples of this genre are grammars and dictionaries
(Hammarstrom and Nordhoff, 2011)).

Until recently, language descriptions were available in pa-
per form only, with indexes as the only search aid. In the
present era, digitization and language technology promise
broader perspectives for readers of language descriptions.
The first generation of enhanced search tools allow search-
ing across many documents using basic markup and filters,
and modern natural language processing (NLP) tools can
take exploitation arbitrarily further. In this paper we de-
scribe the collection, digitization, management and search
infrastructure so far developed for a comprehensive collec-
tion of language descriptions.

The paper is organized as follows: Section[2] describes the
collection and digitization process, while the statistics of
the corpus are given in Section 3. The methods applied to
do post-OCR corrections are explained in Section 4] Sec-
tion [5] briefly describes the two corpus infrastructures to
be followed by Section [6] which explains how the corpus
can be accessed using those two infrastructures.

2. Collection and digitization

Enumerating the extant set of language descriptions for the
languages of the world is a non-trivial task. Thanks to the
Glottolog project, this task is now complete in the sense
that the most extensive description for every language is
known (Hammarstrom and Nordhott, 2011). These refer-
ences, along with a large body for further entries for most

languages, are included in the open-access bibliography of
(Hammarstrom et al., 2019).

A core subset of about 30,000 publications — including the
most extensive description for 99% of the worlds languages
— has been digitized or obtained in born-digital form for
the present project. Each item has been manually annotated
with the language(s) described in it (the object-language),
the language used to describe it (the meta-language), the
number of pages and its type (e.g., grammar, dictionary,
phonology, sociolinguistic study, overview etc.). The set
of digital documents has been subjected to optical charac-
ter recognition (OCR) to recognize the meta-language. For
approximately 1% of the documents, OCR was not possi-
ble (poor quality, handwriting, script not available for OCR
and similar reasons).

3. Corpus statistics

Table [1| shows the number of documents collected and dig-
itized. For space reasons, only the top 10 (with respect to
the number of documents in the collection) document types
(e.g. grammatical description, word list, dictionary, etc.),
and meta languages are listed in the table. Table |2| shows
statistics about the type and number of documents per natu-
ral language. Again, only the top 10 languages with respect
to the number of documents and document types are shown.
As mentioned previously, for each document, a BibTex en-
try with fields for various text-level attributes (i.e. title of
the document, author, publisher, publishing year, language
code, etc.) is maintained. An example BibTex entry is
shown below:

@book{g:Lichtenberk:Manam,
author = {Frantisek Lichtenberk},
title = {A Grammar of Manam},

publisher = {Honolulu: University
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of Hawaii Press},

series = {Oceanic Linguistics
Special Publication},

volume = {18},

pages = {xxiii+647},

year = {1983},
glottolog_ref_id = {55327},
hhtype = {grammar},

inlg = {English [eng]},
isbn = {9780824807641},
lgcode = {Manam [mval},
macro_area = {Papua}

}

We selected the subset of documents providing grammati-
cal description, i.e., of the types ’grammar_sketch’, ’gram-
mar’ and ’specific_feature’, for corpus infrastructure sup-
port (detailed in Section [5]). The remaining types, e.g.,
word list and dictionary, are not primarily prose descrip-
tions. For the future, we have plans to use Karp (another in-
frastructure tool developed by Sprakbanken) for storing and
exploring lexical data types such as dictionaries, wordlists,
etc.

This set was further divided into two subsets (English and
non-English): one with documents written in English and
the other in the remainder of the meta-languages. The first
set is to be annotated with various word level (POS tag,
lemma, etc.), text-level (document title, author, production
year, etc) annotations, and syntactic parsing. The other sub-
set is to have only text-level annotations in addition to POS
tagging, but no syntactic parsing. This is mainly because
of the unavailability of appropriate annotation and parsing
tools for languages other than English.

According to the copyright status of individual document,
each of the two subsets (English and non-English) were
further divided into open and restricted sets. The former
consists of all those documents that are at least a century
old and/or do not have any copyrights, while the latter set
contains documents which have copyrights and can not be
released as in an open-access corpus. Table [3] shows some
statistics of the both the open and restricted parts of the
corpus language wise. The open-access subset is being re-
leased together with this paper, and all the search examples
shown in the next sections are limited to this set, while the
other set is to be used only for the internal research pur-
poses.

4. Post-OCR Corrections

Even though there has been a lot of progress in the area
of OCR (a survey of available tools and techniques can be
found in (Islam et al., 2016)), the available techniques and
tools are expected to fail at times and make errors. This is
true, especially, if the image quality is poor, the document
is very old, or it has a complex page structure. In our col-
lection, there are many documents which are more than a
century old, meaning that they were not digitally born, and
hence, the OCR’d version is expected to have errors.

The field of post-OCR corrections deals with the correc-
tions of OCR errors, and a number of techniques have been
proposed for this purpose (a survey of those techniques

and subsequent work can be found in (Niklas, 2010; [Ref-
fle and Ringlstetter, 2013))). More recently, a deep learning
based approach was introduced by (Mokhtar et al., 2018)),
which claims to outperform previously reported state-of-
the-art results significantly. Since this system is not made
available, we used a simple and readily available system
(Hammarstrom et al., 2017) for post OCR corrections of
the corpus. The system we used is lightweight in the sense
that it does not require any manual labeling, training of
models, and tuning of parameters. Rather, it is based on
a simple idea of observing the presence of words, which
are similar in form and are also distributionally more sim-
ilar than expected. Such words are deemed OCR variants
and hence corrected. The evaluation results show that this
simple technique can capture and correct many OCR er-
rors, although the accuracy is lower than the state-of-the-
art. The language and genre independence of the system
makes it suitable for us, hence, we used it for the post-OCR
corrections of our data-set.

S. The corpus infrastructure

Recent years have seen a dramatic increase in the produc-
tion of digital textual data (i.e. corpora), and conversion
from non-digital to digital textual form. This has, in paral-
lel, necessitated the development of efficient ways of stor-
ing and exploring those large volumes. As a consequence,
the technology has improved from simple string-matching
search approaches to the development of corpus infrastruc-
tures with advanced query based search, comparison, and
visualization options. The following sections briefly intro-
duce two such corpus infrastructure tools: Korp and Strix.
These tool provide various options to explore, compare, and
visualize the corpus and related statistics at the sentence
and document levels respectively.

5.1. Korp

Kor[ﬂ (Borin et al., 2012) is a system in the corpus infras-
tructure developed and maintained at Sprékbankerﬂ (the
Swedish language bank). It has separate backend and fron-
tend components to store and explore a corpus. The back-
end is used to import the data into the infrastructure, an-
notate it, and export it to various other formats for down-
loading. For the annotations, it has an annotation pipeline
that can be used to add various lexical, syntactic, and se-
mantic annotations to the corpus using internal as well as
external annotation tools. The frontend provides basic, ex-
tended, and advanced search options to extract and visual-
ize the search hits, annotations, statistics, and more. Some
examples are given in Section

5.2. Strix

StrixE] is another system in Sprakbanken’s corpus infras-
tructure. It is similar to Korp in that it allows for search
and exploration of a text collection and its annotations, but
it differs — hence complements Korp — in that a search hit in
Strix is a document but not an occurrence. Some additional

"https://spraakbanken.qgu.se/korp/#?2stats_
reduce=word

“https://spraakbanken.gu.se/

Shttps://spraakbanken.gu.se/strix
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Open-Access Restricted
Meta-Language | # Documents | # Sentences # Words | # Documents | # Sentences # Words
English 462 2208184 | 28468332 8757 25434214 | 558540669
German 270 1482053 | 18622901 463 2072342 | 35773389
French 176 859140 | 11235961 1244 4287114 | 94478231
Spanish 128 709255 | 9065547 744 1730437 | 37100519
Dutch 45 270688 | 4654236 104 371844 6759210
Italian 30 166935 1883211 100 357792 7157718
Russian 15 56227 990637 441 1647647 | 37401127

Table 3: Statistics on the number of documents, sentences and word tokens in the corpus, organized by meta-language.

examples of differences are that Strix has support for meta-
data filtering and text similarity and it provides a reading
mode with annotation highlighting.

6. The corpus infrastructure in use

This section contains a detailed description of the process
that we followed to annotate the open-access part of the
data and make it available through Korp and Strix. As
mentioned in the previous section, Sprakbanken’s corpus
infrastructure has a pipeline architecture to annotate the
data. Using that pipeline we have annotated the English
data with the following lexical, syntactic, and text-level at-
tributes. The non-English subset was annotated with only
some lexical and text-level attributes for the reason men-
tioned previously.

e [exical Annotations

— Part of Speech (POS) tag

- Lemma
e Structural Annotations
— Dependency Parse
e Text-Level Annotations

Title of the Document

Year of Production

Type of Document (e.g. grammar, overview, spe-
cific feature, etc.)

Language Code

The text level annotations were taken from the correspond-
ing BibTex entry (shown in the previous section). Most of
the fields from those BibTex entries have been imported as
text level attributes to Korp, and hence can be used for fil-
tering and searching through the corpus (as will be shown
later in this section). For other lexical and syntactical anno-
tations, we have used the Stanford Dependency parser for
English, which is part of the Stanford’s CoreNLP toolkit
(Manning et al., 2014). Only sentence and word segmenta-
tion were done for the non-English data. Figure[I]shows a
screenshot of Korp frontend.

It shows the hits of a basic free-text search, when searched
for the string ‘tone’. The left-hand pane shows the sen-
tences retrieved from all documents in the corpus which
contained the string ‘tone’, while the right hand pane shows
the text-level as well as the word-level attributes of the
selected word (i.e. ‘tone’ highlighted with black back-
ground). A simple, yet very useful use-case of such a search
could be to retrieve all sentences from all the documents in
the corpus which contains the term ‘tone’, and then analyze
them in a quest to know which languages do or do not have
tones.

The search can be restricted (or expanded) to various word
and text level attributes using the ‘Extended’ search tab
(e.g. search only through a single document, search for a
particular POS, or any combination of the attributes, etc.)
Figure [2] shows the results of restricting the search to only
one document by its title i.e. ‘A progressive grammar of
the Telugu language’, and search for the word ‘tone’ again.
This time, only a couple of sentences from the searched
document are found and returned as shown. Further, to
meet other particular needs the front end also provides ‘Ad-
vanced’ search option, where a search query could be de-
signed using the CQP query language (Christ, 1994). Apart
from this, there are many other interesting features pro-
vided by the frontend (e.g. displaying the context i.e. a
few sentences before or after the searched term), which
could come handy while exploring the corpus. Due to the
space limitations, it is not possible to explain all features of
Korp here, so we refer the reader to visit the https://
spraakbanken.qgu.se/korp/?mode=dream/to ex-
plore the corpus and experience various search options.

As can be noticed from the given screenshots, in Korp each
search hit is restricted to be ‘a sentence’ (or a few sentences
if the context visualization is turned on). An alternative is
to return the documents containing the searched terms as
search hits (as opposed to sentences), and then provide an
option to view the full document in reading mode. This
is exactly, what the Strix is designed for (as already men-
tioned in the previous section). If we search for the term
"tone’ through the Strix interface, a list of documents from
the collection containing the search term will be displayed
as shown in Figure[3]

There are 78 documents in our open-access collection
which contained the term ‘tone’. This list can be filtered
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« <BM2 3 4567 8 9 101 Go'to page of 11 Show context

DReaM
He should hold up his head , use a loud tone , and insist upon the teacher s correcting his pronun ciation , ntil it becomes exactly like that of a1
In common conversation the sign of a question s someti omitted , and the question shown by the tone of the voice .
Any of the foregoing forms , affirmative or negative , spoken in an interrogative tone , denote that a question is asked .
Two marks are sometimes used to indicate the high (I and the abrupt , explosive .
Inthe latter word in each case the h is almost or altogether omitted as far as enunciation is concerned , yet it completely alters the tone of the word.
(3nf) An affirmative sentence uttered with a tone to be learnt by practice ; example “ Am olem * (wilt thou bring ?) .
The peculiar tone is also heard in the first two ways .
The negative sentence uttered with the i ive tone b tive and i ive .
Certain words in Bulu are always spoken in a higher tone than that of ordinary speech , and others in a lower tone than ordinary .
Certain words in Bulu are always spoken in a higher tone than that of ordinary speech, and others in a lower tone than ordinary .
Except in the case of these homonyms , the tone of words has not been indicated in the Vocabulary .
Yet many other words have their characteristic tones ; e.g. , the common word mét , person , is always spoken in a low tone .
the road is perfectly straight These phrases are always spoken in a peculiar tone and manner , often accompanied by significant gestures .
The auxiliary a pronounced with a peculiar slid ing tone becomes negative, and furnishes the ordinary Negative of the Present Tense .
Me a bo €sae , | am not doing work So , aye pronounced with a negative tone furnishes the Negative of the Future Tense .
Me aye so akiti, I shall not come to-morrow The negative auxiliary abe s pronounced in the same tone .

Figure 1: Screenshot of Korp frontend ’Basic’ search
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Figure 2: Screenshot of Korp frontend *Extended’ search

further based on various text-level attributes (e.g. author,
document type etc.) using the given metadata filtering op-
tions in the left-hand side pane.
Clicking on any document will open the full document in
text mode as shown in Figure [4]

Further, a list of related documents (based on a separately
computed semantic relatedness measure) is displayed in the
left hand side pane, while various text and word-level at-
tributes of the selected text are displayed in the right hand
side. Also note that the selected document can be further
searched using the ‘Search the current document’ search
box on top. Again due to the space limitations, it is not
possible to explain all searching and exploring options pro-
vided by Strix, and we refer the reader to Sprakbanken for
further details.

6.1. Resource URL’s

The following url can be used to access the open-access
part of the data through Korp:

https://spraakbanken.gu.se/korp/?mode=
dream

Once opened, a particular corpus can be selected using the
‘corpora tag’ before making the search as shown in Figure

First in the list is the English corpora (labeled ‘DReaM’)
followed by the German (DReaM-de-open), Span-
ish (DReaM-es-open), French (DReaM-fr-open), Italian
(DReaM-it-open), Dutch (DReaM-nl-open), and Russian
(DReaM-ru-open).

And the following is the url to access the DReaM data
through Strix:
https://spraakbanken.gu.se/strix/?lang=
eng

Use the filter on the left to select one or more corpora from
the list: 'DReaM-English’, ’DReaM-German’, 'DReaM-
Spanish’, ’DReaM-French’, ’'DReaM-Dutch’, ’'DReaM-
Italian’, "’DReaM-Russian’.
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Albert Arden (1)
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DREAM

grammar_sketch (23)

grammar (21) Pgho, or Sho (1846)

Koelle, Sigismund W. - Polyglotta Africana or Comparative Vocabulary of Nearly Three Hundred Words
and Phrases in more than One Hundred Distinct African Languages (1854)
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SWE-CLARIN

Zeisberger, David - A Grammar of the Language of Lenni Lenape or Delaware Indians (1827)
!'and according to the tone in which she speaks,

Hey, I. Nicholas - Elementary grammar of the Nggerikudi language (1903)

George J. Scott and J. P. Hardiman - Ethnology with vocabularies (1900)
is also greatly inferior in tone to the five or six

Francis Mason - Synopsis of a grammar of the Karen languages, embracing both dalects, Sgau and

Figure 3: Screenshot of Strix

Q Search the current document

swe|eng Login

oo

STRIX

Related documents

Civilutskottets yttrande éver motion i anledning av
1973:165 i vad avser vissa hyresfragor

often difficult to discover.

om avtal rérande handeln mellan EFTA-Ianderna och
Spanien, m.m.

med anledning av granskning av statsradens
tansteutdvning och regeringsarendenas handlaggning _
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widely accessible.
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BASEFORM

Figure 4: Strix Document View

7. Conclusions

Descriptive linguistic documents contain within them very
valuable knowledge about world’s natural languages and
their characteristics, which in turn contains keys to many
unanswered questions concerning limits on human commu-
nication, human prehistorical population movements, and
cultural encounters. We have collected, scanned, digitized
a large size multilingual corpus of the world’s language de-
scriptions, and have made them explorable through a cou-
ple of corpus infrastructures. We have also annotated the
data with text-level as well token level attributes to make
the searching, filtering, and exploration much easier and
useful. We believe such a collection is a useful resource
for deeper analysis of world’s natural languages to find an-
swers to some of the above raised questions.
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