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Abstract
The user experience of an asynchronous
video interview system is often deemed non-
interactive and one-sided. Interview candi-
dates anticipate them to be natural and co-
herent like a traditional face-to-face interview.
One aspect of improving the interaction is
by asking relevant follow-up questions based
on the previously asked questions, and its an-
swers. We propose a follow-up question gener-
ation model capable of generating relevant and
diverse follow-up questions. We develop a 3D
virtual interviewing system, Maya, equipped
with follow-up question generator. Many exist-
ing asynchronous interviewing systems pose
questions that are fixed and scripted. Maya,
on the contrary, reacts with relevant follow-
up questions, a relatively unexplored dimen-
sion in virtual interviewing systems. We lever-
age the implicit knowledge from deep pre-
trained language models along with a small
corpus of interview questions to generate rich
and diverse follow-up questions in natural lan-
guage. The generated questions achieve 77%
relevance with human evaluation. We compare
our follow-up question generation model with
strong baselines of neural network and rule-
based systems and show that it produces better
quality questions.

1 Introduction

The conventional hiring process is laden with chal-
lenges like prolonged hiring, lack of interviewers,
expensive labour, scheduling conflicts etc. Tra-
ditional face-to-face interviews lack the ability
to scale. Recent advances in machine learning
has enabled automation in the field of recruit-
ment. Recruiters are heeding to innovative choices
like Asynchronous Video Interviews (AVI). Asyn-
chronous interviews have a time-lapse between the
communicating parties. These are usually con-
ducted via online video interviews using internet-
enabled digital devices. The feasibility and ease of

Figure 1: Maya - Interactive Interviewing System

automatic assessment of the AVIs when compared
to in-person interviews (Rasipuram et al., 2016) is
persuading the wide spread use of the system.

Limited prompting and follow-up, and no elab-
oration on questions is one of the components of
structured interviews (Levashina et al., 2014). The
current generation of asynchronous interview sys-
tems adopt structure and pose predefined questions
selected from a relatively large set. However, with
large scale adoption of these systems, it may even-
tually become repetitive and uninteresting for re-
cruiters and candidates alike. The highly structured
attribute of AVIs increases predictability, reduces
variability, and makes them monotonous (Schmidt
et al., 2016). Hence, it might be crucial to find the
right balance between structure and probing. The
adoption of planned or limited probing might help
interviewers collect additional information related
to the job, which may lead to increased interview
validity (Levashina et al., 2014).

Levashina et al. (Levashina et al., 2014) define
follow-up question as the one that is intended to
augment an inadequate or incomplete response pro-
vided by the applicant, or to seek additional or clar-
ifying information. Asynchronous communication
does not enable coordinated turn-taking by interac-
tants (Potosky, 2008). Integrating limited number
of follow-up questions during the asynchronous in-
terviews promises to solve the problem. A relevant
follow-up question not only improves the interac-



Figure 2: Framework of Interviewing System

tion between the interviewer and the interviewee
but also makes it less predictable as the follow-
up question is dynamic based on the interviewee’s
answer.

Based on these factors, we propose Maya, a 3D
virtual interviewing system for behavioural domain.
Specifically, the main contributions of this work are
as follows. First, we present Maya, an interactive
interviewing system equipped with a Follow-up
Question Generation. We develop a framework
for using large-scale transformer language model
to generate relevant and diverse follow-up ques-
tions. Second, we perform experiments comparing
Follow-up Question Generation (FQG) model with
other strong question generation/selection models
and show that the proposed model outperforms
them by large margins with human evaluation. Fi-
nally, we perform experiments to study the robust-
ness of the proposed model to errors in automatic
speech recognition (ASR). The results indicate that
Maya is able to produce high quality follow-up
questions and hold an interactive interview with
the candidate. We deploy a web-based minimalist
virtual interview interface.1

2 Related Work

2.1 Natural Language Question Generation

Question Generation (QG), defined as the task to
automatically generate questions from some form
of text input (Rus and Graesser, 2009), has at-
tracted attention since the First Question Gener-
ation Shared Task Evaluation Challenge (Rus et al.,
2009). Recently, neural networks have enabled end-

1The demo of the system can be found at – https://
www.youtube.com/watch?v=gdPxdi82nV0

to-end training of question generation models influ-
enced by the sequence-to-sequence (Seq2Seq) data-
driven learning methods (Sutskever et al., 2014).
Serban et al., (Serban et al., 2016) train a neural
system to generate simple natural questions from
structured triples - subject, relation, object. Du et
al., (Du et al., 2017) use encoder-decoder model
with attention to generate questions on the machine
comprehension dataset SQuAD (Rajpurkar et al.,
2016). QG-net (Wang et al., 2018b) is an RNN-
based encoder-decoder model, trained on SQuAD,
designed to generate questions from educational
content.

Follow-up question generation in interviews is
a new task and one study explores this (Su et al.,
2018). Su et al., adopt a pattern-based Seq2Seq
model on a small interview corpus in Chinese.
They use a word clustering based method to build
a word class table and transform all sentences in
the corpus to patterns. Convolutional neural ten-
sor network based (Qiu and Huang, 2015) sen-
tence selection model is used on the answers to
select a sentence to generate follow-up question
patterns. These patterns are filled with words from
the word class table to obtain potential follow-up
questions. A statistical language model is used
to choose a question by ranking. In contrast, we
develop a follow-up question generation model uti-
lizing knowledge from large-scale language model
and a small corpus which does not involve pattern
matching and template filling.

2.2 Language Model Pretraining

Pre-training on massive amounts of text in an unsu-
pervised form has led to state-of-the-art advance-
ments on diverse natural language processing tasks

https://www.youtube.com/watch?v=gdPxdi82nV0
https://www.youtube.com/watch?v=gdPxdi82nV0


System Agent Nonverbal Interaction Verbal Interaction Follow-up Q
Rao S B et al., 2017 Text Medium No interaction Fixed Script of Questions No

SPECIES (Nunamaker et al., 2011) Embodied Agent
Head Movement and Facial
Expressions

Template based Yes

MACH (Hoque et al., 2013) Embodied Agent Head Nodding and Smile Sharing Fixed Script of Questions No

TARDIS (Anderson et al., 2013) Embodied Agent
Body Motions, Gestures
and Facial Expressions

Fixed Script of Questions No

ERICA (Kawahara, 2018) Robotic Agent
Head Movement, Gestures
and Eye Gaze

Template based Yes

Maya (Ours) Embodied Agent
Gestures, Facial Expressions
and Follow-up Question

Dynamic Question
Generation

Yes

Table 1: A comparison of asynchronous interview systems. The verbal interaction in Maya differs from other
works with a follow-up question mechanism as it uses a question generation model rather than using template-
based question selection method

(Devlin et al., 2018) (Radford et al., 2018). Cur-
rently, these pre-training steps are all variants of
language modelling objectives. Howard and Ruder
(Howard and Ruder, 2018) train a language model
on huge amounts of Wikipedia data and fine-tune
this on a target task with a smaller amount of la-
belled in-domain data. Several works follow this
approach of fine-tuning and achieve impressive re-
sults. ELMo (Peters et al., 2018) is a bidirectional
language model predicting the next and the previ-
ous tokens using bi-LSTM networks (Huang et al.,
2015). OpenAI’s GPT (Radford et al., 2018) train a
unidirectional language model on massive text data.
BERT (Devlin et al., 2018) is a masked language
model trained with an additional objective of next
sentence prediction. These models have attained
state-of-the-art results on many downstream NLP
tasks including the GLUE benchmark (Wang et al.,
2018a). Pre-training with GPT model has also
been used in generative tasks such as end-to-end
dialog systems (Wolf et al., 2019) and automatic
knowledge base completion (Bosselut et al., 2019)
obtaining remarkable improvements over the mod-
els trained only with the in-domain data. Both the
works use the transformer language model GPT for
initialization. Our work builds on this to develop a
Follow-up Question Generation model.

2.3 Agent-based Interviewing Systems

The use of intelligent virtual agents in dialogue sys-
tems has notably increased (Swartout et al., 2013)
as it allows for a more interactive and immersive ex-
perience than traditional voice and text-based sys-
tems (López-Cózar et al., 2014). One primary ap-
plication of virtual agents are in the Asynchronous
Video Interviews (AVIs). A job interview is aimed
to analyze the hiring feasibility of an interviewee,
while a training interview gives accurate feedback

about their performance.
While the initial works in AVIs were restricted

to the skill assessment (Nguyen et al.), (Rao S B
et al., 2017), improving the interview experience
has gained momentum. One standard approach is
the usage of virtual agents as interviewers instead
of textual prompts to conduct interviews (Nuna-
maker et al., 2011). This approach makes the inter-
view experience more interactive.

SPECIES (Nunamaker et al., 2011) introduced
the usage of Embodied Conversational Agents in
automated interviews. One of the goals was to
study the difference in perceptions with varying
attributes of agent. MACH (Hoque et al., 2013)
and TARDIS (Anderson et al., 2013) are coaching-
based conversational agents. Both of them focus on
skill assessment and non-verbal behavior analysis
to improve the feedback to interviewees signifi-
cantly, but the questions are taken from a fixed
pool of questions and do not take into account the
interviewee’s response. ERICA (Kawahara, 2018),
consists of a robotic agent who has the capabilities
of human-like eye gaze, head movement and ges-
tures, and a statement-response system which is re-
sponse retrieval method based on pattern and focus
token matching. Although the behavior synthesis
is a notable improvement, it still lacks robustness
in dialogue generation.

While a lot has been done in automatic analysis
of interviewee’s response (Hemamou et al., 2019)
to improve the quality of the interview, not much
has been done to make the interview more verbally
interactive. All the previous works have either used
a fixed script of questions or used a pattern match-
ing based question selection. We aim to improve
the question generation system to make it more per-
sonal and response-based by generating relevant
and grammatically correct follow-up questions.



3 Follow-up Question Generation - FQG

Follow-up Question Generation model is an adap-
tation framework for generating follow-up ques-
tions using language models by training it on an
in-domain corpus of question, response and follow-
up triplets. These data samples help FQG to learn
the question structure and the relation between
the triplets, and the knowledge from the language
model pre-training produces novel questions.

3.1 Task

The training samples of {q, r, f} in natural lan-
guage, where q is the interviewer question, r is the
candidate response and f is the follow-up question,
are assumed to be given to the model. The task is
to generate f given q and r as inputs.

3.2 Transformer Language Model

In this work, we use the transformer language
model architecture, Generative Pre-trained Trans-
former (GPT-2) introduced in Radford et al. (Rad-
ford et al., 2019). This is very similar to the decoder
part of the original transformer encoder-decoder
model of Vaswani et al. (Vaswani et al., 2017).
It uses multiple transformer layers each contain-
ing two sub-layers. First is the multi-headed self-
attention mechanism over the input context tokens
followed by position-wise feed-forward layers to
produce an output distribution over target tokens.
Our model is based on the recently published Py-
Torch adaptation of GPT-2.2

We initialize the Follow-up Question Generation
model with 12-layer decoder-only transformer with
12 self-attention heads containing 768 dimensional
states. The parameters are initialized to the smallest
version of the GPT-2 model weights open-sourced
by Radford et al. 2019 (Radford et al., 2019). The
GPT-2 model is pre-trained on the WebText dataset
which contains the text of 45 million links from
internet (Radford et al., 2019).

3.3 Dataset

In order to train the FQG model, we need the
training samples – {q, r, f} triplets. We utilize
the asynchronous interview dataset from Rao S. B
et al. (Rao S B et al., 2017). This dataset con-
sists of behavioural interviews of university stu-
dents through asynchronous medium of video and

2https://github.com/huggingface/
transformers

written, referred to as the Asynchronous Video In-
terview dataset - AVI dataset and Asynchronous
Written Interview dataset - AWI dataset respec-
tively. We conduct a restricted crowd-sourcing to
obtain follow-up questions using interview snip-
pets from AWI dataset. We instruct the volun-
teers to write a follow-up question based on the
presented snippet of interviewer question and the
candidate response. Thus, we obtain a follow-up
question dataset with more than 1000 samples,
each sample containing the triplet of a question,
response and a follow-up. The dataset can be
found at https://ms-by-research-thesis.s3.

amazonaws.com/followMLdata.xlsx

3.4 Fine-tuning

We fine-tune the GPT-2 language model using the
dataset described above. 80% of the data is used
for training and the rest is used for validation. The
input to the model constitutes of tokens from each
of the {q, r, f} concatenated in a sequence. A set of
input embeddings is constructed for this sequence.
The word and position embeddings are learnt in
the pre-training phase. We use an additional set
of embeddings, speaker embeddings to indicate
whether the token belongs to question, response or
the follow-up. These embeddings are learnt during
the fine-tuning phase. The input to the model is the
sum of all three types – word, position and speaker
embeddings for each token. Figure 3 illustrates
how the tokens in {q, r, f} are organised to form
the speaker embeddings.

Following (Wolf et al., 2019), (Devlin et al.,
2018), the fine-tuning is done by optimizing two
loss functions – a language modelling loss, and
a next-question classification loss. The language
modelling loss is the commonly used cross-entropy
loss. The last hidden state of the self-attention
model is fed into a softmax layer over all the tokens
in the vocabulary to obtain next token probabilities.
These probabilities are then scored using the cross-
entropy loss where the human written follow-up
question tokens are used as labels.

A next-question classifier is trained to recognize
the correct next question among the distractors of
random questions. We append the dataset consist-
ing of correct follow-up questions with randomly
sampled questions from a pool of 200 (same as
the ones used in Section 5), acting as distractors.
This trains the model to learn a sense of sentence
ordering. The classifier is a linear layer apply-

https://github.com/huggingface/transformers
https://github.com/huggingface/transformers
https://ms-by-research-thesis.s3.amazonaws.com/followMLdata.xlsx
https://ms-by-research-thesis.s3.amazonaws.com/followMLdata.xlsx


Figure 3: Input representation for training Follow-up Question Generation model

ing a linear transformation to the last hidden state
of self-attention model to compute a value. Us-
ing the computed values, a softmax layer obtains
the classification probabilities. Then we apply a
cross-entropy loss to correctly classify the correct
follow-up question. We use n = 2 as the number
of choices for classification making it a binary clas-
sification task. The parameters of the transformer
language model and the next-question classifier
layer are fine-tuned jointly to maximize the log-
probability of the correct label.

3.4.1 Decoding details
We use the top-k random sampling strategy for de-
coding (Fan et al., 2018). At each timestep, the
probability of each word in the vocabulary being
the next likely word is given. The decoder ran-
domly samples a word from the k most likely can-
didates. Here k is a hyperparameter determined to
be k=10 experimentally.

3.5 Results

We report the results of the follow-up question gen-
eration model in terms of perplexity (Bengio et al.,
2003). We also report the classification accuracy
of next-question classification task. Perplexity is
usually used to measure the quality of language
models. It indicates how well the model predicts
the next word correctly. Our model obtains an
average validation perplexity of 20.6 and average
validation accuracy of 63.1%. These values can be
deemed reasonable considering the small size of
the in-domain dataset used for fine-tuning. It may
also be due to the fact that the questions generated
are novel and relevant leveraging the knowledge
from the pre-training step which may not be present
in the human written follow-up questions.

4 Experiments

In this section we showcase the efficiency of the
FQG model through quantitative and qualitative
analysis. First, we compare FQG with strong base-
lines. Second, we quantitatively confirm the rele-
vance of the follow-up questions through human
evaluation. Next, we investigate the robustness

of the FQG model to errors in speech. Finally, we
qualitatively examine the results of the FQG model.

4.1 Experimental Setup

We compare the FQG with two strong baselines.
One is a rule-based system based on similarity mea-
sure and other is the reader-generator based QG-
Net model (Wang et al., 2018b).

4.1.1 Similarity-based Question Selector
This model is a rule-based pre-defined question se-
lector which selects questions from a pool of 200
behavioural questions (same as the ones used in
Section 5) based on cosine similarity measure. We
calculate the cosine similarity metric between the
original interview question and each of the ques-
tions from the pool. We consider the top-10 most
similar questions and randomly select one to be the
follow-up question. This question selector loosely
mimics the different rule-based question selectors
in the existing systems.

4.1.2 QG-Net
QG-net is a Seq2Seq model with a context reader
and question generator. The context reader is a bi-
LSTM network which processes each word in the
input context and turns it into a fix-sized represen-
tation. The question generator is a uni-directional
LSTM which generates the question word-by-word
incorporating pointer network (See et al., 2017) on
the generator vocabulary. This model design en-
ables the generator to output questions that focus
on specific parts of input text. The focus tokens
are encoded with each input word as an additional
feature using one-hot encoding indicating whether
the word is a focus token. QG-Net is trained on
SQuAD dataset consisting of context, question and
span of answer tokens within the context. QG-Net
uses these answer tokens as focus tokens. Linguis-
tic features like the POS tags, named entity and
word case are also used as additional features. We
refer the readers to the original paper for a detailed
overview (Wang et al., 2018b). QG-Net effectively
adapts a general purpose question generation model
trained on SQuAD to generate questions from edu-
cational content, addressing the problem of insuf-



ficient training data. Hence we choose this as our
neural network baseline model. In our case the
candidate response is the context and the follow-up
question is the question to be generated.

Since QG-Net model expects a sentence with
its focus tokens as input, the interview question-
answer pairs have to undergo preparatory tech-
niques like finding focus of the answer and ex-
tractive summarization before feeding into the QG-
Net model. We use the QG-Net model trained on
SQuAD dataset released by (Wang et al., 2018b).

Finding Focus of the Answer QG-net uses a bi-
nary valued indicator as an added feature to indicate
whether a word in context is important to generate
a question, regarded as focus tokens. We employ
a simple technique similar to Hu et al., (Hu et al.,
2018) to automatically find these tokens. There
exist overlapping tokens in the question (Q) and
answer (A) pairs, seen as topics shared between
them, that can be considered as focus tokens.

After removal of the stop words, A and Q are
represented as a sequence of tokens [a1, .., an] and
[q1, .., qm] respectively. We consider all the tokens
in A as candidates for focus tokens and all the
tokens in Q as voters polling for the candidates.
GloVe (Pennington et al., 2014) vectors are used
to represent tokens from Q and A. The ith answer
token ai gets a cumulative score Si from all the
tokens in the question calculated as

Si =
m∑
j=1

pij .sim(ai, qj)

pij =

{
1, sim(ai, qj) > λ

0, otherwise

where sim(ai, qj) is the cosine similarity between
ai and qi. If the averaged Si is above a certain
threshold, ai is included in the focus. This process
is repeated for every answer token.

Extractive Summarisation The input to the
QG model should be a representative of the re-
sponse and give information for a potential follow-
up. We employ a simple extractive summariza-
tion technique on the sentences of the answer. We
use the method described above to find the focus
of each sentence. We then compare the focus of
each sentence with the focus of other sentences
using the cosine similarity measure. R and S are
two sentences from the candidate response with
their focus tokens represented as [fr1, ..., frp] and
[fs1, ..., fsq] respectively. The cumulative score

for each focus token of R is calculated as

Wi =

q∑
j=1

pij .sim(fri, fsj) N =

p∑
i=1

Wi

where pij is the indicative variable same as de-
scribed above. If N crosses a certain percentage of
the mean length of two sentences R and S, they are
considered to be similar.

Once we have the pair(s) of similar sentences,
we choose the one with more information content
(more number of focus tokens) as the summary
sentence. If more than one pair of sentences are
similar to each other, S (pre-determined) number
of sentences with the highest frequency of similar
sentences is considered. The summary sentence
along with the focus words is fed to the trained
QG-Net model to generate questions.

4.2 Human Evaluation
To evaluate the quality of the generated follow-
up questions and compare it against the baselines,
we get human annotations. Human annotators in-
volved in this study are non-native English speakers
and graduate students with a background in Com-
puter Science and Digital Society. We randomly
sample 100 unseen question-answer pairs from the
AWI dataset and generate one follow-up question
(FQ) per QA pair from all three models– Similarity-
based Question Selector, QG-Net question gener-
ation and GPT-2 based Follow-up Question Gen-
eration. We present the QA pair along with the
follow-up questions generated by each model to
the human annotators. They are asked to rank the
questions based on their preference in the order of
two metrics– relevance of FQ to the given interview
QA pair and their grammar.

We consider the statistical mode of the ranking
from three annotators for each follow-up question.
When the mode is not unique i.e, when all three
annotators choose a different rank, we resolve the
disagreement by getting an extra set of rankings
from an experienced interviewer. This is the case
for about 10% of the annotations.

The results are shown in Figure 4. The bar plot
indicates the count of mode of the ranks from eval-
uators for each of the model. FQG model signifi-
cantly outperforms (well beyond p=0.01 level) the
other two models with 54% of questions securing
Rank 1, followed by 34% from QG-Net. 50% of
the questions from SQS secure Rank 2. It can be
observed that grammatically correct selected ques-
tions from SQS are preferred second after FQG



Figure 4: Human ranking of preferred follow-up ques-
tions from FQG comparing with two other baseline
models based on relevance and grammar. The bar in-
dicates the frequency of rankings, indicating that the
FQG model is the most preferred for highest ranking.

model than the gramatically incorrect and some-
what relevant questions from QG-Net model. We
conclude that FQG model generates relevant and
grammatically correct follow-up questions more
often than the existing baselines.

We further strengthen the evaluation of FQG
model by obtaining individual human ratings for
the follow-up questions. Three human annotators
evaluate the quality of the questions on a scale
of 1-3, 1 being the lowest. The annotators are in-
structed to rate the questions based on grammar
and relevance of the question to the original inter-
view question and answer. We consider the average
ratings from three annotators for evaluation. Figure
5 gives the statistics of the average ratings for the
follow-up questions generated. 77% of the ques-
tions are scored ≥ 2. And 27% are rated ≥ 2.5.
This shows that the FQG model generates superior
quality follow-up questions and are scored well by
humans.

4.3 Robustness to Errors in Speech

Investigating the robustness of Follow-up Question
Generator has an important motivation. The model
is trained on human-written triplets of {q, r, f}
whereas it will be inferred on the candidates’s re-
sponse obtained from ASR transcript in the virtual
interviewing system. Hence, analyzing how follow-
up question generation varies for ASR transcripts
when compared with human transcripts helps to
investigate the robustness of FQG model.

We use the asynchronous interface-based video
interview dataset from Rasipuram et al. (Rasipu-
ram et al., 2016) for this purpose as they have
manual transcriptions of the interviews. We ran-
domly select 103 question answer pairs. We also

Figure 5: Frequency distribution of average human rat-
ings on the quality of generated follow-up questions
from the FQG on a scale of 1-3 on the different types of
question-answer pair inputs (hand-typed text, manually
and automatically transcribed spoken text).

obtain automatic transcriptions for the same pairs
of 103 question answers using the Web Speech API
(Shires, 2019). We generate a follow-up question
for each of this pair. This gives us 206 triplets of
question, response, and follow-up questions, 103
each for manual and automatic transcripts.

Three human annotators evaluate the quality of
the question on a scale of 1-3, 1 being the lowest.
The annotators are displayed with the questions
and answers from the manual transcripts and the
follow-up questions generated on both manual and
automatic transcripts to rate. We consider the aver-
age rating of the three annotators for evaluation.

Figure 5 shows count of the average ratings for
follow-up questions on manual and automatic tran-
scripts. 69% of the questions generated on man-
ual transcripts and 64% of the questions generated
on ASR transcripts get a score of ≥ 2. This im-
plies that the FQG model generates relatively good
quality follow-up questions on both manual and
automatic transcripts.

4.4 Qualitative Analysis

Table 2 compares the follow-up questions gener-
ated by the follow-up question generation model
with the two strong baselines, similarity-based
question selector and QG-Net. It is seen that ques-
tion generated by FQG is a grammatically correct
and relevant follow-up in all cases. In regard with
grammar, we can see that the QG-Net model strug-
gles the most. FQG model, despite the grammati-
cal errors in the answer, always adheres to gram-
mar. Grammatical adherence is irrelevant with SQS
model as it selects from a pool of grammatically
correct questions.

In terms of relevance, we find that the FQG
model always generates a follow-up relevant to
the question or answer or both in all cases. SQS
often produces follow-ups remotely related or unre-



Question: What is the biggest challenge you have faced so far?
Answer: The biggest challenge that i have faced so far is IIT- JEE
examination after completing my class 12. I prepared for it for two
years. Unfortunately I didn’t cracked it.
SQS: Where do you see yourself 3 years from now?
QG-Net: did you think was cracked ?
FQG: What are the best lessons you have learned from this experience?
Question: Short self-presentation: Introduce yourself
Answer: Hello, I am X, a passionate software engineer. Till my 12th
standard I studied at my native place itself. My strongest plus point
according to me is that I dont trust anyone easily and negative point is
that I cant resist anything wrong happening to anyone around me....
SQS: What has been the greatest disappointment in your life?
QG-Net: what is you that you can’t resist happening?
FQG: How do you manage your negative point?
Question: What has been the greatest disappointment in your life?
Answer: I didn’t get any high disappoint from my life. I was disappoint
from myself when I didn’t performed that well in GATE exam and not
able to get admission in X, but I got admission in Y and now I
feel that it was okay and not feel disappoint.
SQS: What changes would you make if you came on board?
QG-Net: what did you do in gate exam ?
FQG: How would you explain your failure in GATE exam?
Question: How would you be an asset to this organisation?
Answer: I think I have a hunger to learn and solve a problem. For me,
each problem is a puzzle which I need to solve and I will try till I finish
it. If I don’t know something, I will learn it and get the job done. My
hardworking and passionate qualities can be asset to your company.
SQS: How quickly do you adapt to new technology?
QG-Net: what do you have a hunger to do ?
FQG: How do you think you can improve your skills?

Table 2: Comparison of examples generated from
three different models for various question-answer
pairs. SQS: Similarity-based Question Selector, QG-
Net: QG-Net, FQG: Follow-up Question Generation

lated to the answers. Follow-ups by QG-Net model
does not always comply to relevance. It generates
unrelated or incomplete or grammatically incorrect
relevant questions. We can also note that QG-Net
model often generates questions which are already
answered (eg. Questions 2, 4). We also present
some examples generated only by the FQG model
on randomly sampled QA pairs in Appendix A.

5 Maya - Interactive Interviewing
System

Our interactive interviewing system, Maya, con-
sists of two main components – 3D Virtual Inter-
viewer and Interview Question Generator. The first
is an Amazon Sumerian (Walker, 2017) based 3D
virtual interviewing agent which asks questions and
collects the interviewee’s responses. We use ASR
(Web Speech API (Shires, 2019)) to transcribe the
user speech and this text data is fed to the second
component, question generator, hosted on a server.
Using Amazon Polly text-to-speech toolkit, the vir-
tual agent communicates the generated question to
the interviewee. The Interview Question Generator
component contains two modules which communi-
cates with the 3D virtual interviewer. Base question

selector selects a question randomly from 200 ques-
tions commonly asked in an HR interview. Next
question is a follow-up question generated by the
follow-up question generator. In our experiments,
we limit the number of follow-up question to one.
The follow-up question is based on single previous
response from the candidate and not the history.
We consider one follow-up question as a proxy to
planned or controlled probing.

6 Conclusion

We introduce Maya, a virtual agent-based inter-
viewing system equipped with verbal interactivity
from follow-up question generation. We leverage
the implicit knowledge of a large scale transformer
language model fine-tuned on follow-up questions
dataset to generate relevant, novel and diverse ques-
tions based on the candidates’ response in an in-
terview. With availability of limited data, this ap-
proach scales as it uses external knowledge from
a language model trained on a huge corpus. With
human evaluation, we show that the questions gen-
erated are of good quality. We can also see that the
FQG model is often robust to the errors of speech
recognition. We restrict the generation of follow-up
questions to one as existing research suggests the
advantage of limited probing and follow-up. But
the model is capable of generating multiple follow-
up questions based on the previous response. The
FQG model is not limited to behavioural domain
but can also be trained on any other domain de-
scriptive questions to generate follow-up questions.

One important future direction of this work can
be modelling the problem as generation of follow-
up question considering the complete history of
the conversation and not just the previous question
and response. A user study could be organised to
validate the advantages of including the follow-up
questions to boost the interaction.
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Validation Examples
Question Candidate Response Generated Follow-up Human Generated Follow-up

How would you be an asset to this
organisation?

I can be an asset as I am patient while handling
people and situations. I can participate and
coordinate well with teams I get to work with. I
can take in criticisms and work on to improve
myself. I like to learn new things from anybody
and will take necessary help whenever needed.
I quite friendly with everyone.

How would you handle
criticism?

Can criticism always be seen as a
means for self-improvement?

Have you ever had to sell an idea
to your co-workers? How did you
do it?

I had to, when we were brainstorming ideas
for a hacking session. I first tried to understand
their concerns and requirements. Later I
pitched my idea in accordance to that. I ensured
that I understood and answered all their queries.

How did you handle the
stress?

What were their first reactions?

What obstacles or difficulties have
you ever faced in communicating
your ideas?

I am not very expressive and can’t put thoughts
into words, so i have failed in communicating
my ideas and explaining it or even getting
work done.

How do you cope with a
difficult situation?

And what steps have you taken to
overcome this hardship?

What do people most often
criticize about you?

I am not very social, an introvert and can’t get
along with people easily. I hvae been criticized
about this.

What do you think about
people who criticize you?

Have you ever tried to work on
these drawbacks?

Unseen Examples
Question Candidate Response Generated Follow-up

What are your salary
expectations?

As of now, I haven’t thought much about it.
I’m more focused on learning the requirements
for this position that I am applying for.

How much do you think you will be able to meet these
requirements?

Are you a team player?

Definitely. While I will deny the fact that I can
work independently with minimal supervision,
I’m also one companion every leader would
ever want to be in his team. Whatever the task
is, I make sure it meets and exceeds what is
expected of me. I also make it a point to reach
out to teammates whenever needed.

Do you have any tips for team members?

Why do you want to work
for this company?

I would be proud to work for a company
like yours with such a long history of
leadership in the industry. I have carried
out web research and believe that the
company’s products and its future
projections are very impressive.

Why do you think this company is successful?

Unseen Examples with ASR Transcriptions
Question Candidate Response from ASR Generated Follow-up

Do you consider yourself
successful?

I do consider myself successful because I
have been able to achieve the things that
I wanted for myself so ja in the respect
yes I too feel them successful

Do you think you can achieve the things you
wanted for yourself?

Tell me something about
yourself.

I am a research assistant at the <name> institute
I work in the area of human interaction and
machine learning

How did you learn to work with machine
learning?

How do you think this job will help you
fulfill your career goals?

when I apply for this job applied for this job
and applied for this job many things which
I like to do and I will do in the stop my
career goals are just to have some work
satisfaction and study whatever I want to so
I think this job will help me do that and

How would you handle a situation where
you have no work satisfaction?

Table 3: Examples of the follow-up questions generated on the interview snippets from the validation data, unseen
data and unseen data from ASR


