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Abstract

Identifying the author of a given text can be
useful in historical literature, plagiarism de-
tection, or police investigations. Authorship
Attribution (AA) has been well studied and
mostly relies on a large feature engineering
work. More recently, deep learning-based ap-
proaches have been explored for Authorship
Attribution (AA). In this paper, we introduce
BertAA, a fine-tuning of a pre-trained BERT
language model with an additional dense layer
and a softmax activation to perform authorship
classification. This approach reaches competi-
tive performances on Enron Email, Blog Au-
thorship, and IMDb (and IMDb62) datasets,
up to 5.3% (relative) above current state-of-
the-art approaches. We performed an exhaus-
tive analysis allowing to identify the strengths
and weaknesses of the proposed method. In ad-
dition, we evaluate the impact of including ad-
ditional features (e.g. stylometric and hybrid
features) in an ensemble approach, improving
the macro-averaged F1-Score by 2.7% (rela-
tive) on average.

1 Introduction

Authorship Analysis is the field of Natural Lan-
guage Processing that studies the characteristics of
a text and extracts information on its author. It is
made of 3 sub-tasks, which include author profil-
ing, i.e. detecting sociolinguistic attributes such as
gender or age, authorship verification which identi-
fies the degree of similarity of texts, and authorship
attribution (El et al.). Authorship Attribution (AA)
is the process of attributing a text to the correct au-
thor among of closed set of potential writers. AA is
widely used in plagiarism detection or attribution
of historical literature (Li). This classification task
is also well known in forensic investigations (Yang
and Chow, 2014).

AA has been studied on short texts (Aborisade
and Anwar, 2018), such as Tweets as well as
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longer texts, such as judgments of a few thousand
words on average (Sari et al., 2018). The main
challenge in AA is the extraction of relevant fea-
tures characterising the author’s identity. Major-
ity of approaches proposed in the past relied on
a large amount of feature engineering, in order to
reflect both the content and the style of the au-
thor (Madigan et al., 2005; Aborisade and Anwar,
2018; Seroussi et al., 2014; Bozkurt et al., 2007).

In this paper, we propose a method, BertAA, that
relies on the fine-tuning of a pre-trained BERT lan-
guage model, to which we add a dense layer and
a softmax activation for authorship classification,
trained for a few epochs. This is one of the very
first attempts to analyze the performances of pre-
trained language model fine-tuning for in-domain
AA, especially for a large number of authors (up
to 100). As most Deep-Learning methods for AA,
BertAA does not require text preprocessing nor fea-
ture engineering. Our method offers state-of-the-art
(SOTA) performances on well-known corpora, with
a relative accuracy improvement of up to 5.3%. We
also illustrate the strengths and weaknesses of such
a system. We also show that building an ensemble
architecture, which also incorporates stylometric
and hybrid features tends to improve the macro-
averaged F1-score. Finally, we set a benchmark for
the full IMDb corpus (Seroussi et al., 2014) for 5,
10, 25, 50, 75, and 100 authors, which, to the best
of our knowledge, has never been studied in its full
format for AA.

The next section discusses the relevant ap-
proaches developed in the literature. Section 3
presents the corpora used as well as a brief explo-
ration of each of the sources. Section 4 details the
architectures of BertAA, while Section 5 describes
the results we obtained, and Section 6 discusses the
strengths and weaknesses of our method, as well as
future work directions. Finally, Section 7 depicts
our conclusions.
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2 Related work

Traditionally, AA largely relies on the process of
extracting features related to content or style of an
author (Stamatatos, 2009). More recently, some
approaches propose to use deep learning methods
for AA tasks, whether relying on a previous fea-
ture extraction step or not. The following sections
briefly describe these various methods.

2.1 Traditional methods

Term Frequency - Inverse Document Frequency
(TF-IDF) is used in AA at the word or the word
or character N-gram level. It captures the words,
the stems, or the combinations of words or letters
that an author uses. Some recent works combine
the votes of several classifiers on several levels of
N-grams (Muttenthaler et al.). Such methods are
referred to in the literature as being content-related
classifiers (Sari et al., 2018).

In addition, stylometric features reflect the style
of the author (Sari et al., 2018). The main hypothe-
sis behind this feature extraction is that each author
has its own writing style (e.g use of punctuation, av-
erage word length, sentence length, number of up-
per cases...). Features reflecting the style are used
as an input for a LR usually, as seen in (Madigan
et al., 2005; Aborisade and Anwar, 2018; Madigan
et al.). An optional step of text pre-processing is
often added (Allison and Guthrie), and more specif-
ically through stop-words removal and stemming.
Sari et al. (2018) reached an accuracy of 95.9% on
the IMDDb62 dataset (Seroussi et al., 2014), 1.1%
(absolute) above a character N-gram classifier, by
including stylometric features in a classifier. Soler-
Company and Wanner (2017) also showed that in-
cluding syntactic and discourse features can help
achieve SOTA performances in author and gender
identification.

To combine the numerous sources of input fea-
tures, AA is also performed using ensemble learn-
ers, made for example of several SVM classifiers
(Bacciu et al., 2020). Each classifier is trained on
certain features related to distinct concepts, such as
style, content, author profiling, etc.

2.2 Deep Learning based methods

While overcoming the burden of feature engineer-
ing, deep learning-based methods have reached
SOTA results, whether through the use of Long
Short-Term Memory (LSTM) (Qian et al.) at both
the sentence and article-level or using multi-headed
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Recurrent Neural Network (RNN) (Bagnall, 2016)
for on short multi-lingual texts. Convolutional
Neural Networks (CNN) have also been widely
explored for AA and can extract information from
raw signals in speech processing or computer vi-
sion.

Ruder et al. (2016) explored CNNs at the word
and character level for AA and found that CNNs
at the character level tend to outperform other sim-
ple approaches based on SVMs for example, while
CNNs at the N-gram level have been shown to per-
form competitively (Shrestha et al., 2017). Zhang
et al. (2018) proposed a Syntax-augmented CNN
model which outperforms other approaches on the
Blog authorship and the IMDb62 datasets.

Siamese networks are well known in computer
vision, e.g. for facial recognition tasks (Wu et al.,
2017). Saedi and Dras (2019), used Convolutional
Siamese Networks to perform AA. They compared
their approach with a BERT fine-tuning over 3
epochs and showed that Siamese Networks are
more robust over large-scale AA tasks (N > 50).
This type of approach has the advantage of being
able to evaluate the similarity between texts, as
shown in (Qian et al.).

In 2020, Barlas and Stamatatos (2020) leveraged
pre-trained language models (BERT, ELMo, ULM-
FiT, GPT-2) for the specific case of cross-topic and
cross-domain AA on the CMCC dataset (Goldstein-
Stewart et al., 2009), on a subset of 21 authors. The
authors used a multi-headed classifier with a de-
multiplexer. In an N-authors classification task (N
typically < 100), N classifiers would be trained,
each of them seeing predominantly data from one
author. In prediction, the text to classify is passed
through all classifiers, and after normalization, the
scores are compared. This work shows that BERT
seems to work best on large vocabularies, and out-
performs multi-headed RNNs.

Contrary to previous work, in this paper we per-
form an exhaustive analysis on the performance
of pre-trained language models, we identify the
advantages and limitations on three well-known
benchmark datasets. In addition, we evaluate the
impact of incorporating stylometric and hybrid fea-
tures through ensemble techniques.

3 Authorship Attribution Corpora

Several corpora have been studied for the task of
AA. In this section, we briefly describe each corpus
we used as well as its key features. The AA task



we performed focuses on identifying the author of
a text among a list of the top N authors for whom
we collected the largest number of texts.

3.1 Enron Email corpus

Enron Email corpus has been widely studied over
the previous decade since the bankruptcy of En-
ron. 517°401 emails from around 160 employees
were made public, and data preparation for email
classification was then done by Klimt and Yang
(2004). The emails mainly contain conversations of
managers at Enron, and given the fraudulent nature
of the emails, it is commonly used as a study case
for criminal network investigations (Aven, 2015).

Emails were collected from the “Sent” folder
of each of the 160 employees. Since around 13%
of the emails contained the name of the sender,
as a signature or side information in a forwarded
message, we dropped these observations. We also
removed all messages of less than 10 tokens to
apply the same processing as Ruder et al. (2016).
Our end corpus contained 130’000 emails. Emails
are on average 150 tokens long, and the median
length is 61 tokens.

Enron Email corpus has already been stud-
ied for several Authorship Analysis tasks, in-
cluding Authorship Verification (Halvani et al.,
2020; Brocardo et al., 2013), as well as for AA
tasks (Neumann and Schnurrenberger; Li; Allison
and Guthrie). Gender identification and sentiment
analysis were also studied by Clough et al. (2011).

3.2 IMDb Authorship Attribution Corpus

The IMDb Authorship Attribution corpus was in-
troduced by Seroussi et al. (2014). 271°000 movie
reviews were produced by 22’116 distinct authors,
with an average of 12.3 texts per author. Texts are
on average 121 tokens long. No preprocessing or
filtering was applied to the corpus.

Most of the works that we have found referred
to the IMDDb62 dataset, a truncated version of the
IMDb Authorship Attribution Corpus with 62 au-
thors and 1°000 texts per author. We chose to
benchmark our solution on the IMDb62 against
other approaches, but also to evaluate the perfor-
mance of our model on the full version of the cor-
pus since it contains a class imbalance (closer to a
real-life scenario) and has more data, with an aver-
age of 3’900 texts per author for the top 5 authors.
The full version of the corpus has, to the best of
our knowledge, never been studied for AA for a
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various number of authors. Hence, our approach
sets a benchmark.

3.3 Blog Authorship Attribution Corpus

The Blog Authorship Attribution corpus is a corpus
of blog articles from 2004 and before, collected
from blogger.com. It was introduced by Schler et al.
as part of a study on the effects of age and gender on
blogging. More than 680’000 posts are available,
from more than 19°000 authors. An average of 35
posts was collected per author. No preprocessing
or filtering was applied to the corpus. Although it
might seem surprising, it is worth mentioning that
this dataset is the one containing the shortest texts
on average (79 tokens for the top 5 authors, vs 190
for Enron). Many of the blog posts collected were
replies to existing blog posts or short articles.

For our experiments, we considered the top 5, 10,
25, 50, 75, and 100 authors with the largest number
of texts. Table 1 presents the summary statistics
of the length and number of documents per author,
in the various configurations considered, for each
dataset. As a summary, Enron has rather long texts,
a large number of texts per author with a large
associated standard deviation. IMDb reviews are
shorter and the number of texts per author is lower
than for Enron. Finally, for the Blog dataset, the
texts are short, and the number of texts per author
is smaller than for Enron, with fewer variability
than for IMDb.

Dataset N Avg. Num. Tokens  Avg. Nb. Texts
5 190 (£ 375) 11205 (£ 2324)
10 201 (£ 419) 8745 (£ 3052)
25 185 (£ 375) 5626 (£ 3230)
Enron 50 183 (£ 361) 3685 (£ 3014)
75 194 (£ 386) 2774 (£ 2779)
100 208 (£ 717) 2259 (£ 2567)
5 106 (£ 184) 3900 (£ 2197)
10 127 (£ 185) 2817 (£ 1895)
25 110 (£ 167) 1873 (£ 1434)
IMDb 50 104 (£ 152) 1324 (£ 1155)
75 102 (£ 158) 1080 (& 1005)
100 102 (£ 157) 932 (£ 907)
IMDb62 62 341 (£ 223) 1000 (£ 0)
5 79 (£ 191) 2659 (£ 780)
10 91 (£ 184) 2350 (£ 639)
25 99 (£ 174) 1832 (£ 599)
Blog 50 98 (£ 167) 1466 (£ 562)
75 120 (£ 209) 1270 (£ 538)
100 126 (£ 228) 1122 (£ 533)

Table 1: Descriptive statistics for the 4 datasets. N:
number of authors, Avg. Num. Tokens: average num-
ber of tokens per text, Avg. Nb. Texts: average number
of texts. Standard deviation in parenthesis.



4 BertAA : BERT-based Authorship
Attribution

Content-related features in AA take into account
the topics and the semantics of the text. Recent
works on language representation models have
however shown that transformers such as BERT
(Devlin et al., 2019) reach SOTA performances
for various tasks, hence improving GLUE score
as well as several other metrics. It has been exten-
sively used for text classification tasks (Sun et al.,
2020), and BERT is known to be well-performing
at extracting semantic and syntactic information.

To the best of our knowledge, no systematic re-
view of the performance of fine-tuned pre-trained
language models for AA has been reported yet,
and such classifier has never been combined with
a stylometric and hybrid features in an ensemble
model. Hereby, we introduce BertAA, a fine-tuning
of BERT with a dense layer and a softmax activa-
tion, trained for a few epochs for AA. The output
dimension of the dense layer corresponds to the
number of authors in the corpus.

BERT is made of 12 Transformer blocks and
12 self-attention heads. The input size, i.e. the
maximum length of tokens is 512, and the hidden
layer representation dimension is 768 (Vaswani
et al., 2017). As described by Sun et al. (2020),
to use BERT as a classifier, a simple dense layer
with softmax activation is added on top of the final
hidden state h of the first token [CLS], through a
weight matrix W, and we predict the probability of
label c the following way:

p(c | h) = softmax(Wh). (1)

Then, all weights, including BERT’s ones and
W, are adapted, in order to maximize the log-
probability of the correct label. The training is
done using a Cross-Entropy loss function. We used
a pre-trained BERT available from the Transformer
library (Wolf et al., 2020), trained on large corpora.
The fine-tuning of BERT for the AA task was done
on a Tesla P100-PCIE-16GB.

Additionally, we incorporate stylometric and hy-
brid features to BertAA, in 2 models called BertAA
+ Style and BertAA + Style + Hybrid through a LR.
Thus, our system is able to account for content,
stylometric, and hybrid features. The architecture
of BertAA + Style + Hybrid is presented in Figure
1.

Figure 1: BertAA + Style + Hybrid architecture.

The stylometric classifier first extracts the lexi-
cal stylometric features as proposed by Sari et al.
(2018). The features extracted are the length of
text, the number of words, the average length of
words, the number of short words, the proportion
of digits and capital letters, individual letters and
digits frequencies, hapax-legomena, a measure of
text richness, and the frequency of 12 punctuation
marks. A LR is trained on these features. The
hybrid features we extract are the frequencies of
the 100 most frequent character-level bi-grams and
tri-grams. Classification is then done using a LR.
Finally, the output probabilities of Bert classifier,
the stylometric, and the hybrid ones are concate-
nated and classified using an additional LR.

5 Results

Parameters we chose for our architectures are pre-
sented in Table 2.

Model Parameter Value
Hybrid feat. Char. N-grams 2,3)
Penalty 12
Tolerance 0.0001
LR C 1.0
Max Iterations 100
Intercept True
Config bert-base-cased
BERT Epochs 1to5
Input token length 512

Table 2: Parameters of the experiments.

We ran the experiments on 5, 10, 25, 50, 75, and
100 authors for the full IMDb, the Blog, and Enron
datasets presented above. Our model was trained
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on 5 epochs for each experiment unless specified
otherwise. The results are presented in Table 3. We
picked the top N authors with the largest amount
of texts, for each of the datasets, and kept 20% of
test data using a stratified approach, meaning that
the proportions of each class are kept equal in the
training and testing set. We report the results of
BertAA, BertAA + Style and BertAA + Style + Hy-
brid. We compare our approach with a word-level
TF-IDF - LR model with stemming and stop-words
removal. We also add as a benchmark the perfor-
mance of a LR trained only on stylometric features,
and an additional LR trained on the character-level
N-gram hybrid features.

BertAA outperforms the TF-IDF and LR bench-
mark on all experiments, with an average rela-
tive accuracy gain of 14.3%. It reaches a com-
petitive performance on 5 authors on the Enron
dataset, since only 2 samples were not classified
correctly out of 4104, hence leading to an accuracy
0f 99.95%.

Comparing results on Enron to other approaches
in literature is not trivial since it largely depends
on the data preparation that was done. We decided
to remove short emails, and remove utterances con-
taining the name of the sender (as a signature for
example), but not all papers involving Enron data
for AA precisely describe their data preparation.
Furthermore, we found no results in the literature
on IMDb full-corpus for the top N authors. Hence,
our results set a benchmark on the full IMDb, on
average 8.2% above a word-level TF-IDF. Next,
we compare our results with current SOTA on the
IMDDb62 and the Blog Authorship datasets.

5.1 How does the performance compare to
SOTA?

In Table 4, we report the accuracy of our best
systems (no additional features, 5 epochs) on
the Blog Authorship corpus against the perfor-
mances of several CNN-based architectures, includ-
ing the character-level CNN presented in (Ruder
et al., 2016) and current SOTA Syntax-enriched
CNN(Zhang et al., 2018). We report results over
10 and 50 authors. For 10 authors, the accuracy
of our best BertAA system (no additional features,
5 training epochs) reaches 65.4% which is, to the
best of our knowledge, the current SOTA on the
Blog Authorship Corpus, and represents a relative
improvement of 2% over the Syntax CNN. When
the number of authors increases, our system dis-
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plays an accuracy of 59.7%, which represents a
relative improvement of 5.3% accuracy compared
to the previous SOTA. The main characteristics of
the Blog Corpus are that texts are rather short on
average (respectively 91 and 98 tokens on average
for 10 and 50 authors), while the number of texts
per authors remains quite high on average, with
a rather small standard deviation, suggesting that
BertAA is well suited for datasets with short sen-
tences, and a large but balanced number of texts
per author.

Approach 10 50

Impostors (Koppel and Winter, 2014) 354 22.6
SCAP (Frantzeskou et al., 2006) 48.6 41.6
LDAH-S (El et al.) 525 183
CNN (Ruder et al., 2016) 612 494
Continuous N-gram (Sari et al., 2017) 61.3 52.8
N-gram CNN (Zhang et al., 2018) 63.7 53.1
Syntax CNN (Zhang et al., 2018) 64.1 56.7
BertAA 654 59.7

Table 4: Accuracy on Blog Authorship

5.2 Are external features useful?

In order to assess the impact of external features,
we compute the accuracy per author on the Blog
dataset for 10 authors. We compare the per-author
accuracy of a word-level TF-IDF + LR classifier
and BertAA, to identify whether TF-IDF outper-
forms our system on some classes in Figure 2.

Accuracy for each author in the Blog corpus (N=10)

100

== TF-IDF
Berthd
= BertAA+Style

Author

Figure 2: Accuracy per author for TF-IDF and BertAA
(+Style) on the Blog Dataset (N=10)

On most authors, BertAA slightly outperforms
TF-IDF, although both methods reach good accu-
racies. However, BertAA brings additional value,
especially where TF-IDF performs poorly, e.g. on
Author 3 in the figure. In some specific cases, such
as for author “7” on the figure, TF-IDF achieves
a better performance than BertAA. In such a case,
adding the stylometric features improves the per-



Baslines Proposed Method
Dataset  N-Authors | /1 Char N-gram  TF-IDF | BertAA +Style -+ Style + Hybrid
5 75.0 844 980 | 99.95  99.95 99.95
10 54.9 70.5 96.4 9.1 991 99.1
25 35.6 53.2 92.7 987 987 98.7
Enron 50 20.4 44.8 90.8 98.1 98.2 98.2
75 17.3 40.6 90.1 97.6 975 97.5
100 15.8 36.9 88.3 97.0  97.0 97.1
5 65.8 9.1 98.1 996 99.6 99.6
10 44.6 79.2 93.9 98.1 98.2 98.2
25 25.5 55.8 84.1 932 929 92.9
IMDb 50 17.4 442 82.1 9.7 906 90.6
75 14.7 37.6 79.2 883  87.8 87.8
100 11.8 33.6 76.6 86.1 85.3 85.4
5 347 40.0 457 613 597 50.8
10 18.9 31.9 45.0 654 624 62.4
25 9.9 23.4 42.0 653 644 64.4
Blog 50 6.2 15.7 41.4 597 587 58.7
75 5.0 15.7 422 60.9 590 59.2
100 42 13.8 40.5 588 573 57.6

Table 3: Accuracy on the number of authors for all approaches on the 3 datasets.

formance of our model on this author. But what
is the overall impact of additional features on the
model performance?

Adding stylometric and hybrid features in the
first experiment on the Blog corpus, with 10 au-
thors, the accuracy decreases from 65.4 to 62.4%.
However, the macro-averaged F1-score we report
using these features is higher, at 61.4% instead of
56.7% when no features are added.

This behavior of BertAA is illustrated in the con-
fusion matrices in Figure 3, in which we report the
accuracy per class (i.e. per author). Surprisingly,
BertAA is stuck at 0% accuracy on certain authors,
as it tends to allocate all the texts to a sub-set of
authors, which can lead to a good accuracy but a
lower macro-averaged F1-score. On the other hand,
adding other features (stylometric and hybrid) im-
proves the macro-averaged F1-score, but reduces
the accuracy in that specific case.

According to our experiments, as illustrated in
Figure 4, the F1-score on the Blog Authorship cor-
pus for 5, 10, 25, 50, 75, and 100 authors improves
by 2.70% (relative) when stylometric features are
added to BertAA, and by 2.73% (relative) when
including hybrid features.

In the blog corpus, more than 2’300 texts are
collected per author, for the top 10 authors, which
offers a sufficient quantity of training data, and a
limited number of authors. But this does not guar-
antee that our model behaves well under a smaller
set of training data and a wider classification task,
such as on the IMDb62 dataset.
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BertAA Confusion matrix on the Blog corpus
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BertAA + Style + Hybrid Confusion matrix on the Blog corpus
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Figure 3: Confusion matrix of BertAA and BertAA +
Style + Hybrid on the Blog corpus



Macro-averaged F1-Score according to the number of authors on Blog corpus

- BertAn
m— BertAA+Style
m— BertAA+Style+Hybrid

5 10 r) 50 = 100
Number of authors

Figure 4: Macro-averaged Fl-score when including
stylometric and hybrid features according to number of
authors.

5.3 More authors, less data

We ran additional experiments on the IMDb62
dataset with a larger number of authors (62), and
fewer training samples per author (1°000). To repli-
cate the setup of most methods presented in Table
5, 20% of the data were used as a test sample. The
split is made randomly, since no standardized train-
ing and testing corpus exists for all these datasets.
In Table 5, we report the performance of the various
BertAA architectures and compare our approaches
to various methods including current SOTA.

Approach Accuracy
LDA+Hellinger (El et al.) 82
Word Level TF-IDF 91.4
CNN-Char (Ruder et al., 2016) 91.7
Comp.Att.+Sep.Rec. (Song et al., 2019) 91.8
Token-SVM (Seroussi et al., 2014) 92.52
SCAP (Frantzeskou et al., 2006) 94.8
Cont. N-gram Char (Sari et al., 2017) 94.8
(C+W+POS)/LM (Kamps et al., 2017) 95.9
N-gram + Style (Sari et al., 2018) 95.9
Syntax CNN(Zhang et al., 2018) 96.2
BertAA + Style + Hybrid - 1 epoch 88.7
BertAA + Style - 3 epochs 91.1
BertAA + Style + Hybrid - 5 epochs 92.3
BertAA + Style + Hybrid - 10 epochs 93.0

Table 5: Accuracy of various approaches on IMDb62

The Syntax-enriched CNN presented in (Zhang
et al., 2018) reached an accuracy of 96.2%. Most
other approaches lie between 91 and 94%. Consid-
ering that IMDb62 offers 1’000 training samples
per author, the training of BertAA over a single
epoch did not perform well. We then increased
the number of training epochs and reached 92.3%

at 5 epochs, and up to 93.0% at 10 epochs. This
highlights the limitations of our model in situations
with less training data and more authors.

Figure 5 plots the relative accuracy of BertAA
over the number of authors for all three datasets.
The starting point at 100 represents the accuracy
reached by the model at 5 authors. A decreasing
trend would therefore illustrate that the model ac-
curacy is negatively impacted by a larger number
of authors. On Enron and the Blog, the decrease in
accuracy is limited, since 95 to 97% of the perfor-
mance on 5 authors is maintained at 100 authors.
The largest decrease occurs for IMDb dataset, at
around 87% of the accuracy at 5 authors for 100
authors. This can likely be explained by the fact
that IMDb comments are published publicly on
the IMDDb website, and that many authors might
read comments of a movie before publishing theirs.
Words, topics, punctuation, or phrases might there-
fore be re-used by some authors when publishing
their comments.

Relative impact of the number of authors on accuracy

Accuracy (base 100)

60
Number of authors.

Figure 5: Relative impact of the number of authors on
accuracy, base being the case with 5 authors.

Since the accuracy increases over the number of
epochs on IMDb 62, in the next section, we further
explore the impact of the number of training epochs
on the model performance.

5.4 How much fine-tuning is too much?

In literature, the recommended number of epochs
for BERT has been set between 2 and 4 (Sun et al.,
2020), 3 being a common choice. In order to ex-
plore the effect of the number of training epochs
on the model’s accuracy, we report in Figure 6
the accuracy for the IMDb62 dataset using several
models (BertAA, BertAA + Style, BertAA + Style
+ Hybrid), and compare it to the baseline TF-IDF.
BertAA + Style appears to be the best perform-
ing model and starts to offer better performances
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than TF-IDF after 4 epochs. However, no peak
performance is reached, and the accuracy is still
improving after 10 epochs, although to a lesser ex-
tent. The impact of the training epochs on a dataset
with 62 authors is higher since BertAA is not per-
forming as well, but we can suppose that the impact
of the number of epochs is reduced on a smaller
set of authors. We have chosen to train our models
on 5 epochs for most of our experiments since it
offers a good tradeoff between the training time
and accuracy.

Accuracy over the number of epochs

— BertAA
BertAA + Style
BertAA + Style + Hybrid
— TRDF

0.92

Accuracy

3
Epochs

Figure 6: Accuracy over the number of epochs

6 Discussion

Our approach can be summarized as an extrapo-
lation of BERT’s general outstanding scores, for
AA. We show that reaching SOTA results can be
achieved using only a single dense layer and a soft-
max activation on top of a pre-trained BERT with
a few training epochs. We highlighted that BertAA
performs well on rather short texts, few imbalances
in the number of texts per author, and a large num-
ber of texts per author.

Previous works (Sari et al., 2018) have shown
that using stylometric and hybrid features improves
the accuracy of AA tasks. We also show that adding
such features when leveraging pre-trained language
models can improve the macro-averaged F1-Score
by 2.7% (relative) on average, although impacting
the accuracy.

The use of BertAA should be limited to cases
where BERT is itself a good candidate, i.e. when
there are sufficient training data per author. This
condition might be hard to reach in real applica-
tions for police investigations. Short texts and few
imbalances have also been identified as require-
ments for better model performances. Our model
is also currently unable to perform text similarity
evaluation in the context of Authorship Verifica-
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tion.

There are many possible extensions to this work.
According to our experiments on Enron, Blog Au-
thorship, and IMDb corpora, AA can successfully
leverage transformers-based language representa-
tion models. So far, we have not performed further
pre-training of BERT on the target domain, which
could also help BertAA. We have not tried yet to
use another pre-trained language model. Future
works should also explore other model architec-
tures like RoBERTa(Liu et al., 2019), or try to ex-
tract additional stylometric, hybrid, profiling, or
content-related features. Including the computa-
tion of similarity metrics on embeddings learned
through the BERT fine-tuning would also be a way
to compare the similarity between texts for Au-
thorship Verification tasks. We will also explore
BertAA in AA tasks on ASR transcripts, where
punctuation and capital letters are not present for
example.

7 Conclusion

With the rise of Deep Learning and Transformers in
Natural Language Processing, feature engineering
and text preprocessing are less needed.

In this work, we presented an approach based on
fine-tuning of a pre-trained BERT for author clas-
sification. This is one of the very first attempts
to analyze the performances of pre-trained lan-
guage model fine-tuning for in-domain AA. We
showed that our approach, which leverages BERT,
reaches competitive performances on three well-
known benchmark datasets, even on a large number
of authors. The model best performs when suffi-
cient training data per author are available, there is
no large class imbalance, and texts remain rather
short.

We also show that in a large scale AA task,
adding stylometric and hybrid features to BertAA
in an ensemble model can improve the macro-
averaged F1-score by 2.7% (relative) on average.
Finally, we set a new benchmark on the full IMDb
Authorship Attribution Corpus for 5, 10, 25, 50, 75,
and 100 authors. Future works will explore adding
features to BertAA, further pre-training BERT
on target-domain, exploring other pre-trained lan-
guage models, and extending our approach to Au-
thorship Verification. !

!Code and datasets are available here


https://colab.research.google.com/drive/1m4anWkkb8tz3fKvzJFytygBkqCTdZ8bo?usp=sharing
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