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Abstract
In this paper, we present the results and findings
of FinSBD-2020, the 2nd shared task on Sentence
Boundary Detection in unstructured text of PDFs
in the Financial Domain. This shared task was
organized as part of the 2nd Workshop on Finan-
cial Technology and Natural Language Processing
(FinNLP) of the conference IJCAI-PRICAI 2020.
This second edition differs from its predecessor by
introducing list structure extraction. Participating
systems aimed at detecting boundaries of sentences,
lists and list items by marking their beginning and
ending boundaries in the text extracted from finan-
cial prospectuses. In addition, systems were also
tasked to determine the hierarchy level of each item
in its list. 5 teams from 4 countries participated (4
of which submitted a paper) in this shared task using
different approaches.

1 Introduction
Sentences are arguably the most foundational units of lan-
guage and are at the core of Natural Language Processing
(NLP) architectures. Sentence Boundary Detection (SBD)
has become fundamental as the first pre-processing step to
high-level tasks in any Natural Language Processing (NLP)
application, parsing textual data from a string of characters
into linguistic segments (sentences).

Issues around SBD have not received much attention and
most research has been confined to clean texts in standard
reading formats such as the news and limited datasets such as
the WSJ corpus [1] or the Brown corpus [2].

The first FinSBD [3] task aimed to provide further research
on the issue of noise in machine-readable formats such as
PDFs. The financial sector is one of many that uses PDFs as
an integral form of documentation. Most PDF-to-text conver-
sion tools introduce noise in the form of missing, erroneous,
unordered characters and obstructing texts (from tables, page
footers and page headers). Moreover, financial documents
often use full-stop punctuation in various ways. For exam-
ple, section numbers and enumerated items (e.g. "1.", "2.")
and abbreviations (e.g. "S.A.", "LTD.") all contain periods.
Consequently, applying out-of-the-box SBD tools can often
yield inaccurate sentence boundaries (i.e., Stanford sentence

segmenter[4], spaCy[5] , NLTK[6]). In order to function opti-
mally, these tools require tinkering with inner heuristics based
on punctuation, syntax and sometimes semantics.

However, what the first FinSBD did not address were the
obstacles concerning text appearance and physical position
within a document, especially in structuring text into units
in the form of lists. Lists are a visual hierarchy of infor-
mation that organizes data-rich documents into more easily
read blocks. Simple lists containing two or three enumer-
ated items may be restructured into sentences (Figure 1), but
the notion of a "sentence" becomes lost when lists contain
multiple sentences, paragraphs, or lists within the list (Figure
2). Boundaries of such structures are often undetectable with
simple rule-based approaches that depend on sentence-ending
punctuation.

Existing tools of SBD are unreliable when given unstruc-
tured text. They do no account for text position within a
document page where visual information allows us to under-
stand whether the text belongs to the document structure (e.g.
page footers, page headers, footnotes, etc.) or structured in-
formation (e.g. lists, tables, titles, etc.). Extraction of such
unstructured text results in incomplete sentences or multiple
sentences embedded in a sentence. This hinders the perfor-
mance of NLP application (i.e. POS tagging, information
extraction, machine translation, etc.) which expects a well-
formatted and grammatical sentence of which boundaries are
clear [7].

For this reason, this year’s task differs from its predecessor
by introducing boundary detection on lists and list items, in-
cluding a subtask for identifying each item’s level in its list.
Understanding the position of text in structures such as lists
is essential for SBD in segmenting characters not only into
sentences but into semantic units.

In this shared task, we first focus on extracting well-
segmented sentences, lists and and list items from text origi-
nating from financial prospectuses by detecting and marking
their beginning and ending boundaries. Secondly, we focus
on determining the depth level of each item in its list. These
prospectuses are official PDF documents in which investment
funds precisely describe their characteristics and investment
modalities.

In this paper we report the results and findings of the
FinSBD-2020 shared task. The shared task was organized
as part of The Second Workshop on Financial Technology
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and Natural Language Processing (FinNLP) 1, collocated with
IJCAI-PRICAI-2020. A total of 5 teams from 4 countries
submitted runs and contributed 4 system description papers.
All system description papers are included in the FinNLP
workshop proceedings and cited in this report.

This paper is structured as follows: Section 2 describes
previous work on SBD, Section 3 describes the task, Section
4 describes the shared task data, Section 5 describes the par-
ticipants and their proposed systems, Section 6 describes the
results and discussion and finally, Section 7 finishes the paper
with conclusions.

Figure 1: Simple list

Figure 2: Complex list

2 Previous Work on SBD
SBD has been largely explored following several approaches
that could be classified into three major classes: (a) rule-based
SBD, using hand-crafted heuristics and lists [8]; (b) machine
learning approaches such as Naïve Bayes and Support Vector
Machine (SVM) based models as reviewed in [2], decision
tree classifiers [9] and the Punkt unsupervised model [10];
and more recently (c) deep learning methods [11]. Most of
these approaches give fairly accurate results and prove to be
highly accurate for most domain language data (e.g. clean
collections of news articles). However, these systems are

1https://sites.google.com/nlg.csie.ntu.edu.tw/finnlp2020/

based on a number of assumptions [8] that do not hold for
noisy, unstructured text extracted automatically from PDFs.

Read et al., [7] proposed a survey of publicly-available SBD
systems such as CoreNLP, tokenizer, RASP and others. They
evaluated several systems on a variety of datasets and report a
performance decrease when moving from corpora with formal
language to those with less formal language. Such designing
and implementation customized to different domains has at-
tracted the attention of several researchers. Griffis et al. [12]
evaluated popular off-the-shelf NLP toolkits on the task of
SBD for a set of corpora in the clinical domain. López and
Pardo [13] tackle SBD on informal user-generated content
such as web reviews, comments, and posts. Rudrapal et al,.
[14] presented a study on SBD in a social media context. SBD
from speech transcriptions has also gained much attention due
to the necessity of finding sentential segments in transcripts
created by automatized recognition. Carlos-Emiliano et al [15]
tackled the problem of SBD as binary classification applied
on an expansive written dataset (French Gigaword), an ASR
transcription corpus. They focused on deep learning methods
such as Convolutional Neural Networks to handle the task.

There are few papers that directly explore the problem of
segmenting lists with items. Savelka et al. [16] treated the
SBD problem in Adjudicatory Decisions 2, legal documents
with a complex structures similar to prospectuses. They also
conducted an analysis on tagging strategies of sentences and
list of items, proposing several tags with which they then
applied rule-base SBD systems such as OpenNLP and other
trainable systems such as CRF (Lafferty et al., 2001; Liu et al.,
2005; Okazaki, 2007) that prove to perform better on this kind
of task. George Sanchez[17] worked on the same dataset, and
explored the use of Punkt unsupervised model [10], CRF, and
BiLSTM algorithm. They treated the problem as a sequence
labeling task to predict the beginning and the end of sentences.

3 Task Description
The FinSBD-2020 shared task is an extension of FinSBD-
2019, with the addition of list and list items boundaries. We
have included lists and items due to their unique structure
and common occurrence in financial documents. The first
subtask consists of detecting the boundaries of three types
of text segments: sentences, lists and list items. The second
subtask requires distinguishing the hierarchy depth level of
each item in its list. Each item can be assigned a depth level
of 1, 2, 3 or 4.

The shared task provided a corpus of annotated data allow-
ing supervised approaches. The annotated prospectuses were
split into a train set and a hidden test set used for evaluating
submitted systems. We provided one JSON file for each PDF
(i.e. Figure 3) with the following keys:

• text: whole text extracted from the document

• sentence: boundaries of sentences

• list: boundaries of list

• item: boundaries of list items
2https://github.com/jsavelka/sbd_adjudicatory_dec/tree/master/

data_set
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Figure 3: Example of a truncated JSON of a simple list with items of depth level 1 (actual JSON is composed of many more
boundaries and the whole text from the document)

• item1: boundaries of list items of depth 1

• item2: boundaries of list items of depth 2

• item3: boundaries of list items of depth 3

• item4: boundaries of list items of depth 4

A boundary consists of a pair of integer indexes marking
the starting and ending character of well-formed text segments
(see Figure 3). Item depth level is the hierarchy level of the
list to which the item belongs. Subtask 1 focuses on the
detection of the boundaries of sentence, list and item. Subtask
2 focuses on detecting the boundaries of item1, item2, item3
and item4. Note that item boundaries are equal to the union
of all boundaries of items of different levels, item = item1 ∪
item2 ∪ item3 ∪ item4. Therefore, subtask 2 can be formulated
as classifying item boundaries into 4 classes.

One important detail is that the provided text was not pre-
tokenized whereas in the first FinSBD, the text was already
pre-tokenized at the word level. We hoped to encourage di-
verse approaches by not constraining participants to one type
of word tokenization. Boundary indexes correspond to the
character index and systems should predict pairs of character
indexes as boundaries. Coordinates of each character were
also provided in a separate JSON file for each PDF to encour-
age the creation of multi-modal system exploiting both textual
and positional information. Each character’s coordinates is
referenced by its index in the text.

4 Shared Task Data
Next, we discuss the corpora used for the English and French
subtasks.

4.1 Corpus annotation
For FinSBD-2019, annotated data for SBD was created by
using Pdf2text and Brat tools [3]. Due to the many limitations

of Brat (e.g. lack of visual cues, dependency between anno-
tations and Brat), we decided to use a new annotation tool,
tagtog3, which allowed direct annotations on visualized PDF
pages. This tool displays each document in its entirety and
provides an ergonomic web interface that allows the annotator
to select text directly on the PDF document. The visual com-
ponent of PDFs with unique structures, graphs and images
provides annotators valuable information that would otherwise
not be available via Pdf2text and Brat. As a result, annotations
were no longer dependent on PDF-to-text conversion tools. In
addition, the annotation guidelines also had to be reworked to
obtain better data with respect to a more linguistic approach.

Financial prospectuses were available both online in PDF
format and directly from fund managers. We built a medium-
sized dataset consisting 8 English (66 pages on average) and
33 French (26 pages on average) prospectuses.

Three bilingual (English and French) annotators were used
to annotate these documents according to SBD’s new anno-
tation guidelines. The guidelines define what constitutes a
"sentence" in financial documents and more specifically the
different types of units and their boundaries that can be found
in the text.

Guidelines Our guidelines consisted of 4 types of units:
"sentences", “lists”, "nesting lists" and "items".

A "sentence" was defined as a set of words that represents
a complete and independent thought. A “sentence” usually
contains a subject and a predicate along with independent
and/or dependent clauses. A “sentence" could also be nominal
and verbal groups that took form as a title of a passage of text.

A “list” was defined as an introduction followed by “items”
of the same category which are read in a vertical manner. Lists
composed of several other embedded lists and levels of items
were considered "nesting lists". This nesting of lists can reach

3https://www.tagtog.net
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up to four depth levels. It is important to mention that the
typographic occurrence of bullets did not determine whether
an enumeration was a list, as it could also simply be a sequence
of independent "sentences".

In the corpora, we focused on extracting well-defined sen-
tences, lists and items by detecting their boundaries and dis-
carding non-phrases (figures, images, footers, page headers,
etc.).

The annotated corpus was converted into the FinSBD-2020
labels mentioned in Section 3. Annotated sentence boundaries
within item of list were not given to participants in order to
simplify the shared task.

A total of 41 documents were annotated. To create the
ground-truth, each document was annotated independently by
two analysts, then reviewed and corrected by a third analyst.

Annotation Challenges Data annotation may have varied
due to interpretations of the following ambiguities:

1. Lists were visually distinguished by bullets and numbers,
but not always. Some lists did not contain visual indica-
tors (bullets or numbers) of items and appeared to be only
sentences.

2. Groups of sentences were sometimes found with bullets
that had no semantic relationship and therefore did not
make up part of a list.

3. The distinction between a title and items of a list were
not always clear. Titles were visually distinguishable from
text passages by differences in font types and sizes, bold
or italics, underlined words, etc. These titles sometimes
appeared to be items in a list.

4. The use of colons was inconsistent. Colons were sometimes
used at the end of titles, followed by either grammatically
complete or incomplete sentences. The boundaries of a
"sentence" in this case becomes unclear.

5. Human errors in the documents such as missing punctua-
tion, incorrect punctuation or incorrect grammar required
that each annotator independently interpret what the in-
tended text was.

4.2 Corpus Description
In this section, we provide an analysis of the data used for
both subtasks in English and in French.

In Table 1, we report some statistics about the dataset.
#Prospectuses indicates the number of financial prospectuses
used in each set; #Page the total number of document pages in
each the set; and finally the number of occurrence each classes
#sentence, #list, #item (subtask1) and #item1, #item2, #item3
and #item4 (subtask2).

We also report the percentage of segments ending with a
punctuation mark ("?", "!", ";", ".", ":") as well as percentage
of segments starting with an uppercase letter to support the
claim that SBD cannot solely rely on capital letters and punc-
tuation. In the shared task data, only 75% up to 86% of text
segments ended with a punctuation mark and only 28% up to
57% began with a capital letters. This is significantly lower
than the numbers reported in FinSBD-2019 and is due to the
introduction of list items which boundaries are more subtle
than those of sentences. Hence, FinSBD-2020 presented a

English French
train test train test

# Prospectuses 6 2 23 10
# Page 350 180 624 224
# sentence 8070 2450 13164 4748
# list 249 69 494 173
# item 1111 332 1722 638
# item1 1029 272 1548 570
# item2 78 60 150 60
# item3 4 0 21 8
# item4 0 0 3 0
% Punct. as end 76% 86% 76% 75%
% Uppercase start 45% 28% 56% 57%

Table 1: Distribution of the Training and Testing sets used in
the English and French corpora.

non-trivial problem, which had the potential to be solved by
novel SBD systems that would leverage richer features, such
as syntactic and semantic cues from the text, and features
related to the position of the text in its page.

5 Participants and Systems

# team submissions
subtask 1 EN 6
subtask 2 EN 2
subtask 1 FR 4
subtask 2 FR 1

Table 2: Statistics on the participation in the French and En-
glish subtasks.

A total of 18 teams registered in the shared task, of which
5 teams who participated and 4 who submitted a paper to de-
scribe of their method. The participants came from 8 different
countries and belonged to 18 different institutions. The shared
task brought together private and public research institutions
including Rakuten, Flipkart Pvt Ltd, Subtl.ai. and Sorbonne
University (see Table 3 for more details).

In table 2, we show the details on the submissions per task.
One team who submitted boundaries did not send a paper
describing their approach.

Participating teams explored and implemented a wide vari-
ety of techniques and features. In this section, we give a short
summary of the methods proposed by each participating team
(for further details, all papers appear in the proceedings of the
FinNLP 2020 Workshop).

Team Affiliation
PublishInCovid19 Flipkart, India
aiai Rakuten, Japan
Daniel Sorbonne University, France
Subtl.ai Subtl.ai, India

Table 3: List of the 4 teams that participated and submitted
papers in subtasks English and French of the FinSBD Shared
Task.
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PublishInCovid19 [18] This team formulated the boundary
prediction problem as a sequence labeling task on overlap-
ping windows of words. They first simplified the annotations
by removing the recursiveness and hierarchy of items inside
lists. Each word was given a beginning or ending label for a
type of segment. Then, they compared two neural architec-
tures, namely BiLSTM-CRF and BERT, trained on predicting
the boundaries of sentences and simplified items. They used
window sizes of 300 and 512 with overlapping of 20 words.
Boundaries were post-processed by heuristics to correct miss-
ing beginning and ending boundaries. In the second phase,
they identified the hierarchy and the recursive relation between
items through a rule-based method applied on item boundaries
predicted in the first phase. This allowed reconstitution of
lists boundaries. The rules were based on visual cues like
left-indentation and bullet-style of items. Their submitted sys-
tem was the BiLSTM-CRF for both subtasks in English which
achieved the highest score in the shared task.

aiai [19] This team approached the task as a two-stage text
classification problem using two LSTM models with atten-
tion. First, they trained a multi-label boundary classifier to
determine if a word is inside, outside, starting or ending a text
segment. Each word is classified using a window of words,
with additional features based on the word position and charac-
ters’ width and height. They tested different window sizes and
chose 21 as the most optimal (10 words before + 10 words af-
ter + current word). In a second stage, using these boundaries,
they extracted candidate text segment and trained a second
multi-label classifier to determine if the segment was a sen-
tence, an item or a list. For both stages, the team used their
own trained word embedding using CBOW on the shared task
data. They managed to submit their system in English and
French for both subtasks.

Daniel [20] This team decided not to use the provided tex-
tual representation. Instead, they utilized the "pdf2xml" con-
verter to extract both text content and structural information,
from which they extracted PDF structures in a top-down fash-
ion, from higher-level to lower-level structures (i.e. the table
of contents, tables, page headers and footers). Therefore, they
were able to ignore text from table of contents, tables, page
headers and footers. Finally, they created a set of heuristics
based on bullet points, text position and font characteristics
to identify lists, lists items and paragraphs. They exploited
font features thanks to the use of the "pdf2xml" converter.
Sentences were extracted from paragraphs by identifying end-
sentence punctuation. The team submitted their system in
English and French for the first subtask but not for the second
subtask.

Subtl.ai [21] This team proposed an architecture combining
a two-stage deep learning approach with heuristics. They first
used a vocabulary to identify candidate words which could
be sentence boundaries. Each candidate word was then repre-
sented by two windows of one-hot vectors derived from POS
tags from 7 words located before and after. This was used
to train a binary classifier, composed of 2 LSTM models, to
determine if the candidate word was a true sentence boundary.
From these boundaries, candidate segments of words were
extracted for training a second LSTM with attention model,

the input of which were pre-trained Glove word embeddings.
This model was used to determine whether a segment was a
true sentence. Multiple segments were merged if the concate-
nated sequence was classified as a true sentence. The team
submitted their system in English for the first subtask and did
not complete the second subtask.

6 Results and Discussion
In this section, we describe the evaluation metrics used in the
shared task and we give an analysis of the results obtained for
the various submitted systems.
Evaluation Metric Participating systems were ranked based
on the macro F1-score of each subtask for each language ob-
tained on a blind test set. A predicted boundary was consid-
ered to be true if both starting and ending indexes were correct.
Consequently, this metric was more severe than the one used
in FinSBD-2019 where a boundary could be considered true
even if the corresponding starting or ending boundary was
false. For each document, the F1-score was computed by label.
Then, the scores of sentence, list and item were averaged as
an F1-score of subtask 1 and those of item1, item2, item3 and
item4 were averaged as an F1-score for subtask 2. Finally, the
mean over all documents was taken as the macro-averaged
F1-score to rank systems in each subtask by language.

We provided a starting kit4 with an evaluation script and
a baseline based on spaCy [5] for detecting only boundaries
of sentences. Interestingly, low F1-scores of our baseline
showed that applying out-of-the-box spaCy’s SBD does not
yield optimal results for our documents.

Table 4 and Table 5 reports the results by team obtained
from FinSBD-2020 in English and French.

English
subtask1 subtask2

PublishInCovid19 0.937 0.844
aiai 0.413 0.203
Daniel 0.317 0
Subtl.ai 0.217 0
our baseline 0.208 0
Anuj 0.126 0

Table 4: Ranking of teams according to macro-averaged F1-
score for each subtask in English (0 means no submission).

Discussion As stated in Section 2, most previous work on
SBD relied on unsupervised approaches based on heuristics
derived from punctuation, letter capitalization, abbreviations
and so on. This is mainly due to a lack of annotated data on
unstructured text from documents. Through FinSBD, thanks
to the introduction of annotated boundaries, we offered the
opportunity of supervised approaches to tackle SBD given
unstructured and noisy text. Each team had a unique approach
in solving this problem and all teams who submitted a paper
outperformed our baseline.

Most teams trained a supervised system on word-level labels
they created by pre-processing the provided character-level

4https://github.com/finsbd/finsbd2
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French
subtask1 subtask2

PublishInCovid19 0 0
aiai 0.471 0.350
Daniel 0.232 0
Subtl.ai 0 0
our baseline 0.161 0
Anuj 0.025 0

Table 5: Ranking of teams according to macro-averaged F1-
score for each subtask in French (0 means no submission).

ranking score
mean F1-score

PublishInCovid19 0.445
aiai 0.359
Daniel 0.145
Subtl.ai 0.054
our baseline 0.092
Anuj 0.038

Table 6: Ranking of teams by averaging the F1 scores obtained
on each subtask for each language.

labels. This allowed application of transfer learning by using
existing embeddings and architecture that expect words as
input. Each word was assigned a class which served as start
or end segments. Moreover, training a word-level model was
computationally cheaper than character-level, the latter of
which no team attempted.

There were two main approaches. The best performing one,
proposed by PublishInCovid19 [18], was sequence labeling:
one multi-label architecture was trained to classify in one-go
all words from a window into all different types of boundaries.
The second approach, proposed by aiai [19] and Subtl.ai [21],
was a two-stage classification architecture. A first stage model
determined whether a word is a boundary given a window
of surrounding words. Boundaries are then used in a second
stage to create candidate segments, which were then classified
by a second model into different types of segment: sentence,
list or item. Separating the task into boundary detection and
segment-type classification did not yield improvement over
sequence labeling.

aiai [19] and Subtl.aiai [21] experimented with LSTM-
based models with an attention mechanism in order to exploit
dependencies between words for SBD for their classification
tasks. PublishInCovid19 [18] also based his model on LSTM
layers, but with classic sequence labeling elements such as
a CRF layer, bi-directionality and pre-trained word embed-
dings. Larger windows (300 and 512 words) [18] proved to
be quite effective compared to smaller windows (7 and 21
words) [19] [21] for detecting both boundaries and their type.
This was due to long dependencies between boundaries, es-
pecially of lists, which can span hundreds of words. There
were also long dependencies between different types of seg-
ments, between lists and items for example, that large windows
are better at detecting. Interestingly, PublishInCovid19 [18]

reported no significant improvement using large pre-trained
language model such as transformers, i.e. BERT, compared
to a BiLSTM-CRF with pre-trained word embedding. They
respectively scored 0.956 and 0.959 weighted F1 scores in a
sequence labeling setting, meaning there is little difference
between both models. It is possible that there was a lack of
sufficient data in order to leverage large transformers. In addi-
tion, transformer pre-training already depends on some type
of sentence segmentation, which makes transformers ill-suited
for predicting sentence boundaries.

All teams resorted in some extent to the use of heuristics
based on text position, text appearance and/or punctuation
to improve their SBD. PublishInCovid19 [18] used a set of
post-processing rules to resolve erroneous boundaries pre-
dicted by his models. Daniel [20] was the only team that
used solely unsupervised rule-based approaches in their SBD
system. Based on positional and syntactical heuristics, they
explored a top-down pipeline for structuring PDFs into table
of content, tables, page headers and footers and finally para-
graphs and lists. Furthermore, other heuristics allowed them
to extract clean segments in paragraphs and lists and exclude
unwanted text from tables, page headers and footers. Their
work possibly suggests that SBD of a document will only be
solved once PDF structuring is. In FinSBD-2020, annotated
boundaries excluded tables, page headers and footers and table
of content.

For future work, it would be interesting to confirm if
some of the submitted systems, Subtl.ai [21] and Publish-
InCovid19 [18], experimented only in English, would perform
as well on the French data where list items reaches up to
depth level 4 (only 3 in English). Finally, PublishInCovid19
expressed interest in exploring the idea of multi-modality by
exploiting text, its position and its appearance equally in an
end-to-end trainable system. In submitted systems, visual and
positional features were only used in heuristics or as features
complementing word-level representation during supervised
training.

7 Conclusions
This paper presents the setup and results for the FinSBD-2020
Shared Task on Sentence Boundary Detection in Unstructured
text in the Financial Domain, organized as part of The Second
Workshop on Financial Technology and Natural Language
Processing (FinNLP) of the conference IJCAI-2020. A total
of 18 teams from 8 countries registered of which 4 teams
participated and submitted papers in the shared task with a
wide variety of techniques.

All supervised approaches were based on LSTM. The most
successful method was based on a BiLSTM-CRF applied in
a sequence labeling setting. The best average F1 scores on
the FinSBD English subtasks were 0.937 for subtask 1 and
0.844 for subtask 2. And the best average F1 scores on the
FinSBD French subtasks were 0.471 for subtask 1 and 0.35 for
subtask 2. Despite high performance, especially for English,
SBD is far from being completely resolved, particularly for
list segmentation.

The diversity of both public and private institutions that
participated in FinSBD-2020 illustrates that the issue of SBD
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remains an area that requires further research and development
especially concerning analysis of documents of unstructured
formats. Achieving higher accuracy in sentence extraction
that builds better NLP-based solutions proves to be a shared
interest among a wide variety of fields.
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