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Abstract

Argument generation is a challenging task
whose research is timely considering its po-
tential impact on social media and the dissem-
ination of information. Here we suggest a
pipeline based on GPT-2 for generating coher-
ent claims, and explore the types of claims that
it produces, and their veracity, using an array
of manual and automatic assessments. In ad-
dition, we explore the interplay between this
task and the task of Claim Retrieval, showing
how they can complement one another.

1 Introduction

Argument Mining had traditionally focused on the
detection and retrieval of arguments, and the clas-
sification of their types and of the relations among
them. Recently, there has been growing interest
in argument synthesis. Here we suggest a pipeline
for addressing this task relying on the GPT-2 lan-
guage model (Radford et al., 2019), examine how
it can be enhanced to provide better arguments,
and analyze the types of arguments being produced.
Specifically, we are interested in Claim Generation,
where the input is a debate topic, phrased as a pro-
posed policy, and the output is a concise assertion
with a clear stance on this topic.

We start by fine-tuning GPT-2 on a collection of
topics and associated claims. Since several such
datasets are available, we examine which of them
tend to yield better claims, and observe that merg-
ing all such sources together does not necessarily
yield better results. In addition, we explore two
ways in which context can be added to the genera-
tion process, beyond providing the topic itself: (i)
framing the topic with the first sentence from its
corresponding Wikipedia page; and (ii) framing the
claim by directing it to consider a specific aspect.
We find that the former can improve the generated

∗These authors equally contributed to this work.

output, but the latter does not – at least in the way
it is done here. Following Bilu and Slonim (2016),
we also examine a post-generation ranking step
that aims to select the correctly generated claims.
We find that existing Claim Detection tools can
serve as a filter to significantly enhance generation
quality.

Our evaluation incorporates automatic measures
and manual labeling. Specifically, we introduce an
annotation task aiming to assess the plausibility of
generated claims, i.e., to what degree is it plausible
that a human will make it. We report results on
a test set of 96 topics, demonstrating the validity
of our approach to topics not seen in training or
development. In addition, we manually annotate
the generated claims for whether they are factual
claims, or opinion based, and further aim to assess
whether the former represent true facts.

Finally, we observe that manually labeled
datasets used to fine-tune GPT-2 are not essential,
and that relying on the output of a Claim Retrieval1

engine for this fine-tuning, may suffice. In addition,
we compare the generated claims to an existing
large-scale collection of claims for the same topics,
and conclude that the generated claims tend to be
novel, and hence may augment traditional Argu-
ment Mining techniques in automatically providing
claims for a given topic.

Henceforth, we denote the initial output of GPT-
2 for a given prompt as generated text (GT). Thus,
our task is to define a process by which as many of
the GTs as possible will represent claims that are
relevant to the provided prompt.

1Given a topic of interest, Claim Retrieval is the task of
retrieving relevant claims from a corpus; Claim Detection
is the task of determining whether a given text is a relevant
claim.
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2 Related Work

In classical Natural Language Generation (NLG)
tasks – Machine Translation, Summarization, and
Question Answering – the semantic content of the
output strongly depends on the input. Argument
Generation, alongside Story Generation (Fan et al.,
2018), occupies a parallel venue, where the output
should satisfy stylistic and rhetorical constraints
– yet no well-defined semantic goal – with much
room and desire for innovation.

Approaches to argument generation have in-
cluded traditional NLG architectures (Zukerman
et al., 1998; Carenini and Moore, 2006); assem-
bling arguments from given, smaller argumenta-
tive units (Walton and Gordon, 2012; Reisert et al.,
2015; Wachsmuth et al., 2018; El Baff et al., 2019);
welding the topic of the debate to appropriate pred-
icates (Bilu and Slonim, 2016); and using prede-
fined argument templates (Bilu et al., 2019). Of
particular interest is the generation of counter ar-
guments, for which solutions include an encoder-
decoder architecture (Hidey and McKeown, 2019),
which may be augmented by a retrieval system
(Hua et al., 2019; Hua and Wang, 2018), or alter-
natively offering “general purpose” rebuttal based
on similarity to predefined claims (Orbach et al.,
2019).

Concurrent with our work, and most similar,
is Schiller et al. (2020), who frame the Aspect-
Controlled Argument Generation problem as fol-
lows - given a topic, a stance and an aspect, gener-
ate an argument with the given stance towards the
topic, which discusses the given aspect. They fine-
tune CTRL (Keskar et al., 2019) over claims from
8 controversial topics, and mostly use automatic
measures to assess claim generation over the same
8 topics. By contrast, here we are interested in a
less restricted setting and explore the properties
of the generated claims. Specifically, we fine-tune
GPT-2 on claims coming from diverse sets of 71-
192 topics, and evaluate claims generated for 96
novel topics.

In this work, we assess the contribution of con-
text to the quality of generated claims. In Durmus
et al. (2019), context is defined as the path from
a thesis (topic) node to a leaf (claim) node in an
argument tree. In this work, however, we consider
only arguments of depth 1, directly addressing the
topic, and leave context of larger depth to future
work.

Additionally, for development and evaluation we

use human annotations alongside automatic mea-
sures, aiming to answer nuanced questions - is it
plausible that the claims be asserted by a human?
do the generated claims tend to be opinions or fac-
tual? and, when they are the latter, do they tend to
be factually true?

3 Experimental Details

3.1 Data

We compare the performance of fine-tuning GPT-2
on three argument datasets, two publicly available
and one proprietary.

Rank-30k. This dataset includes 30k arguments
for 71 topics, labeled for their quality (Gretz et al.,
2020). For fine-tuning GPT-2 we consider all ar-
guments with quality score (denoted there as WA-
score)> 0.9, resulting in 10,669 arguments. These
arguments are typically 1-2 sentences long.

CE2.3k. This dataset consists of 2.3k manually
curated claims extracted from Wikipedia for 58 top-
ics (Rinott et al., 2015). These claims are usually
sub-sentence, concise phrases. We exclude claims
for topics which are part of our dev set (see below).
Further, we “wikify” each topic, i.e., automatically
map each topic to a corresponding Wikipedia title
(Shnayderman et al., 2019), and remove topics for
which no such mapping is found. After this filter-
ing, we remain with 1,489 claims for 29 topics.

LN55k. This proprietary dataset consists of
55,024 manually curated claims for the 192 top-
ics in the train set of Ein-Dor et al. (2020). These
claims were extracted from a corpus of some
400 million newspaper articles provided by Lex-
isNexis,2 as done in Ein-Dor et al. (2020) for evi-
dence rather than claims.

Whereas fine-tuning is done on varied data-
sources, for evaluation we focus on the dev and
test topics from Ein-Dor et al. (2020). We exclude
from both sets topics that are present in the Rank-
30k dataset, resulting in a dev set of 35 topics and
test set of 96 topics (see Appendix).

Throughout this work, we consider debatable
topics which correspond to a single Wikipedia title,
phrased as a suggestion for a policy – e.g., We
should increase the use of telemedicine, or as a
valuation analysis – e.g., telemedicine brings more
harm than good.

2https://www.lexisnexis.com/en-us/home.
page

https://www.lexisnexis.com/en-us/home.page
https://www.lexisnexis.com/en-us/home.page
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3.2 Model

For all experiments we fine-tune the medium-size
GPT-2-355M model (Radford et al., 2019), uti-
lizing the gpt-2-simple library.3 In order for the
model to condition on topics, we represent each
(topic, claim) pair from the training data as a sin-
gle sequence, separated by a delimiter. In gener-
ation, the model is provided with a prompt in the
form of a topic followed by a delimiter. We used
top-k truncation with k = 40 and a conservative
temperature of 0.7, to accommodate a more read-
able, coherent output, while maintaining a level
of creativity. We leave exploring other sampling
techniques (e.g., Holtzman et al. (2019)) to future
work. We restricted the length of each generated
text to 50 BPE tokens, as preliminary experiments
showed that very few GTs were longer. In addition,
GTs were cleaned by removing non-ascii charac-
ters, parenthesis, single quotation marks, and some
other erroneous symbols.

3.3 Automatic Evaluation

For evaluation, we consider perplexity and prefix
ranking accuracy (Fan et al., 2018), considering the
claims extracted by Ajjour et al. (2019) alongside
their listed topics.4 For prefix ranking accuracy
we condition each such claim on its real topic, as
well as on 9 other random topics, and compute
the fraction of times where conditioning on the
real topic yields the highest probability by the fine-
tuned model. For both evaluation measures, we re-
port statistics for 10 samples of 100 claims sampled
uniformly. Importantly, this dataset is independent
of all the ones examined here, and so presumably
not biased in favor of any of them. Due to the dif-
ference in style and topics from the training sets,
the fine-tuned models may exhibit high perplexity,
so it should be taken as a comparative measure,
rather than an absolute one.

In addition, we evaluate the GTs by their quality
and stance scores. For obtaining a quality score, we
fine-tune BERT (Devlin et al., 2018) on Rank-30k,
as in Gretz et al. (2020). This score aims to capture
how well the output is written, giving preference to
grammar, clarity and correct spelling. For obtain-
ing a stance score, we utilize a proprietary internal

3https://github.com/minimaxir/
gpt-2-simple

4This dataset contains 12,326 claims from 465 topics
extracted from debatepedia.org. We rephrase topics
therein to fit our phrasing by adding the text “We should sup-
port” before of the listed topic.

service, based on a BERT model fine-tuned over
the LN55k claims which were manually labeled for
stance (Bar-Haim et al., 2017). A positive score
indicates that a claim supports the topic, a nega-
tive score that it contests it, while a score close to
zero suggests no clear stance. Since we are only
interested in whether or not a sentence has a clear
stance, we take the absolute value of the score. For
both scores, we report statistics for 10 samples of
100 GTs sampled uniformly from the respective
set.

3.4 Annotation Tasks

To further assess the quality of GTs we annotate
their plausibility and stance. We do this in a cas-
cade – only GTs considered plausible are subse-
quently annotated for their stance. The motivation
for these two tasks is that together they enable us
to assess the “claimness” of GTs, i.e., to determine
to what extent the GTs represent coherent claims,
relevant to the given topic. We used the Appen
crowd-sourcing platform,5 with 7 annotators to an-
notate each GT. To control for annotation quality,
we included hidden test questions, comprised of
previously annotated rows with high confidence.
Annotations by annotators with low accuracy on
the test questions were removed (below 75% for
plausibility and 80% for stance). Further, we re-
lied on a channel of annotators which performed
well on previous related tasks. For each task, we
report inter-annotator agreement defined as the av-
erage Cohen’s Kappa of annotators which have at
least 50 common judgements with at least 5 other
annotators.

Plausibility. In this task, given the GT only,
without the context of its respective topic, the an-
notator should determine if it is plausible that a
human would make this claim, considering gram-
mar, coherence, and general “common sense”. This
task can be considered an extension of the readabil-
ity task that is usually used to evaluate the quality
of generated text (e.g., Beers and Nagy (2009)),
while further asking to utilize common knowledge
to judge that the content itself makes sense. For ex-
ample, in the GT making blood donation free will
help promote primary care, the notion of making
blood donation free does not make sense as it is a
voluntary act, hence the GT should be deemed im-
plausible. A GT is considered plausible if ≥ 70%
of the annotators considered it as such. The aver-

5www.appen.com

https://github.com/minimaxir/gpt-2-simple
https://github.com/minimaxir/gpt-2-simple
debatepedia.org
www.appen.com
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age inter-annotator Cohen’s Kappa obtained in this
task is 0.37, which is common for such a subjective
task (see, e.g., Ein-Dor et al. (2020) and Boltuzic
and Snajder (2014)).

Stance. In this task we presented the annotators
with GTs that were considered plausible, together
with their respective topics. Annotators were asked
to determine if the text supports the topic, contests
it, or does not have a stance towards it. The label
of the GT is determined by the majority vote, and
if there is no majority label, it is considered as
having no stance. As in the automatic measure
of stance, we are mainly interested in evaluating
if a GT bears any stance towards the topic, thus
we consider both supports and contests labels as
positives when reporting stance. The average inter-
annotator Cohen’s Kappa obtained in this task is
0.81.

Table 2 shows examples of three types of labeled
GTs – plausible and stance-bearing; plausible with
no stance; and implausible. The results of these
annotation tasks are made available as part of this
work.6 The complete annotation guidelines are
shared in the Appendix.

4 Initial Generation

Our first question was to examine the impact of the
data used for fine-tuning GPT-2, aiming to identify
an effective model that relies on publicly available
data, and a presumably superior one that further
relies on proprietary data of a much larger size.
Publicly available data. We considered Rank-30k
alone, and combined with CE2.3k. We fine-tuned
GPT-2 for 2k steps on the former, and 4k steps on
the latter. We denote the obtained models GPT-
Rank and GPT-Rank-CE, respectively.
Proprietary data. We considered LN55k alone,
as well as combined with all publicly available
data. We fine-tuned GPT-2 for 8k steps on both.
We denote the obtained models GPT-LN and GPT-
ALL, respectively.7

For each of the 4 models we generated a total of
175 GTs, 5 conditioned on each of the 35 dev top-
ics. Note that the models are fine-tuned on datasets
containing both supporting and contesting argu-
ments, thus they may generate GTs of both stances

6https://www.research.ibm.com/haifa/
dept/vst/debating_data.shtml

7In section 8, we describe the retrieval of 4.5k (ostensible)
claims from Wikipedia using a proprietary Claim Retrieval
server. These claims are included in GPT-ALL.

as well. The manual and automatic evaluation of
these GTs is described next.

As seen in Table 1 both proprietary models –
fine-tuned on much larger datasets – yield more
plausible and stance-bearing GTs than their coun-
terparts.

Among the proprietary-based models, while
GPT-ALL has an advantage in plausibility, perplex-
ity, and prefix ranking accuracy, GPT-LN is better
when considering the ratio of GTs which are both
plausible and stance-bearing - with 68% (119/175)
such GTs, compared to 62.3% (109/175) for GPT-
2-ALL. It seems that adding more data, varied in
type and style, could negatively impact the rele-
vance and usefulness of GTs. Thus, we choose
GPT-LN as the model to utilize for subsequent ex-
periments.

As for the publicly-based models, GPT-Rank-
CE has a small advantage in plausible and stance-
bearing GTs, compared to GPT-Rank. However,
the performance of the latter is typically much bet-
ter in the automatic measures. Especially, we note
the advantage in predicted quality - as expected,
generated arguments from the GPT-Rank model
have higher quality, as both this model and the argu-
ment quality model were trained on a similar type
of data. However, when adding the CE2.3k dataset
to the training set, the quality of GTs declines.
Thus, even though the differences between the two
models are overall not substantial, we choose GPT-
Rank for subsequent experiments.

It should be noted that there is a clear differ-
ence between the GTs of GPT-LN and GPT-Rank,
as evident in Table 2. The former are short (12.4
tokens on average), and may contain utterances
with as few as 3-4 tokens (as in the GT in row 3).
By contrast, GTs generated by GPT-Rank contain
23 tokens on average, and 22/175 of them con-
tain at least two sentences (as in the GT in row 4).
In addition, shorter GTs tend to be plausible - on
average, plausible GTs from GPT-LN have 12.1 to-
kens, compared to 15.4 tokens for implausible GTs.
Likewise, plausible GTs from GPT-Rank contain
20.5 tokens, on average, compared to 26 tokens for
implausible GTs.

We note that for all models, the predicted quality
and stance strength are only slightly lower than
their counterpart measures on the training set, sug-
gesting that generation tends to maintain these val-
ues.

https://www.research.ibm.com/haifa/dept/vst/debating_data.shtml
https://www.research.ibm.com/haifa/dept/vst/debating_data.shtml
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PL PL + ST PPL PR P-QU P-ST P-QU* P-ST*
GPT-LN 75.4% 68% 188.9 0.69 0.75 0.99 0.78 1.00

GPT-ALL 78.9% 62.3% 82.7 0.74 0.76 0.97 0.79 1.00
GPT-Rank 53.1% 51.4% 150.8 0.75 0.85 0.99 0.85 1.00

GPT-Rank-CE 64.6% 54.9% 388.4 0.65 0.8 0.98 0.84 1.00

Table 1: Results on the dev set of models fine-tuned on proprietary (top 2) and publicly available (bottom 2) data
sources. PL = ratio of plausible claims, PL + ST = ratio of plausible and stance bearing claims, PPL = perplexity,
PR = prompt ranking accuracy, P-QU = predicted quality, P-ST = predicted (absolute) stance. Asterisk indicates
values for the training set.

Topic GT Model Label
We should abandon
democracy

A proper democracy is good for the country GPT-LN Plausible and
has stance

We should lower the
drinking age

the age of majority in the country was lowered to 18 GPT-LN Plausible with
no stance

We should ban free
newspapers

free newspapers reduce crime GPT-LN Implausible

We should increase
government regula-
tion

we need regulation to make sure our country is protected.
with more government involvement in our daily lives, busi-
nesses can hire more workers and produce more output.

GPT-Rank Plausible and
has stance

We should fight for
Palestinian indepen-
dence

the liberation of Palestine will be impossible if the Palestini-
ans are ruled by corrupt Israeli and Palestinian governments

GPT-Rank Plausible with
no stance

We should ban lot-
teries

lotteries are a great way for children to learn about different
cultures and find similar things to do

GPT-Rank Implausible

Table 2: Examples of GTs generated by the GPT-LN and GPT-Rank models, labeled for plausibility and stance.

5 Adding context

Can we improve GTs by conditioning their genera-
tion on more context? To evaluate this hypothesis
we considered two context variations, one in which
we frame the topic and the other in which we frame
the claim.

Framing the topic. We prepend to the topic the
first sentence from the Wikipedia page describing
the topic, to explore whether this added knowl-
edge could guide models to generate more relevant
and meaningful GTs. The motivation for selecting
the first sentence from Wikipedia is to provide the
model a concise guidance towards the respective
topic via the main terms it may relate to, which
usually appear in the first Wikipedia sentence. The
relevant Wikipedia page is found by Wikifying the
topic, as described in §3.1.

Framing the claim. We also tried to append
to the topic a short sentence describing an aspect
relevant to discussing it, hypothesizing that adding
a concrete aspect will guide the generation process
in that direction. Unfortunately, this did not work
well, and details are deferred to the appendix.

Evaluation: We fine-tune GPT-2 from scratch on
the modified training data of Rank-30k and LN55k
and refer to the new models as GPT-Rank-FWS,

GPT-LN-FWS (First Wikipedia Sentence, when
framing the topic). We generate a sample of 5
(GPT-Rank-FWS) or 10 (GPT-LN-FWS) GTs per
dev topic.

Results: Table 3 presents the results for the FWS
models. For both FWS models the perplexity has
improved, as well as the plausibility of GTs, pre-
sumably, since the added context helps to avoid
some illogical phrases. For example, the GT The
human condition is the greatest human achieve-
ment for the topic We should subsidize the human
mission to Mars which was generated by GPT-LN
was considered implausible, whereas all GTs for
this topic generated by GPT-LN-FWS were con-
sidered plausible. After stance labeling, the advan-
tage of GPT-LN-FWS remains, while GPT-Rank-
FWS performs slightly worse. In addition, the
GPT-Rank-FWS is slightly worse in predicted qual-
ity and stance. Thus, for further experiments, we
chose the GPT-LN-FWS and GPT-Rank models.

6 Factual, Opinion, and Generic Claims

An interesting facet when considering argumenta-
tive claims, is whether they attempt to convey facts,
or rather personal opinions. Thus, we explored
if GTs generated by our two models are charac-
terized as more factual or opinionated. Further,
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PL PL + ST PPL PR P-QU P-ST
GPT-LN 76.6% 66.3% 188.9 0.69 0.75 0.99

GPT-LN-FWS 85.1% 73.1% 88.6 0.74 0.76 0.99
GPT-Rank 53.1% 51.4% 150.8 0.75 0.85 0.99

GPT-Rank-FWS 58.9% 49.7% 71.6 0.76 0.83 0.97

Table 3: Results on the dev set of models with and without conditioning on the first sentence of the Wikipedia page
corresponding to the topic. Column titles as in Table 1. For GPT-Rank we used 175 GTs as per Section 4. For
GPT-LN, data includes an additional 175 GTs. Hence, numbers here differ from Table 1.

given growing concern over misuse of language
models such as GPT-2 to spread fake news and mis-
information (Zellers et al., 2019; Solaiman et al.,
2019), we assessed the truth value of GTs deemed
factual. For this purpose, we first sampled 200
plausible and stance-bearing GTs each generated
by GPT-LN-FWS and GPT-Rank, respectively, and
annotated all 400 GTs for being an opinion or (os-
tensibly) factual, using the Appen platform, and
relying on similar annotation controls as described
in §3.4. The results of this annotation task are made
available as part of this work, and the annotation
guidelines are shared in the Appendix. The average
inter-annotator agreement was 0.25.

When considering labels with a majority vote of
at least 70%, 70 of the GTs generated by GPT-Rank
are considered factual and 63 opinion, as opposed
to 46 and 105 of those generated by GPT-LN-FWS,
respectively. A possible explanation is that Rank-
30k claims – on which GPT-Rank was fine-tuned –
tend to be more elaborate and explanatory, describ-
ing a cause and effect that correspondingly yields
more factual GTs; e.g., the GT genetic engineering
can help further scientific developments in cancer
treatment, as well as improve the long term prog-
nosis of such diseases as help maintain a safe and
effective regulatory regime for their development,
for the topic We should further exploit genetic engi-
neering. By contrast, LN55k claims are often short
and concise, and perhaps more prone to express
the journalist opinion; hence, training on these data
yields more opinionated GTs, e.g., the “sex” rev-
olution has failed or the gender pay gap is unfair.
Indeed, the average number of tokens in factual
GTs is 17.3, compared to 14.2 for opinion GTs.

Next, we aimed to assess whether factual GTs
are indeed true. A random sample of 23 and 40
factual GTs generated by GPT-LN-FWS and GPT-
Rank, respectively, were labeled for their truth
value by a professional debater experienced in this
task, that also was asked to assess whether the “fake
facts” were nonetheless common in contemporary

discourse.
Of the 23 GPT-LN-FWS GTs, 13 were consid-

ered true, the others being a mix of false or non-
factual GTs. The true GTs include some simple,
almost trivial statements such as Speed limits are
designed to help reduce road fatalities, or more
evidence-based facts such as rat poisons have been
linked to the development of Parkinson’s disease,
Alzheimer’s disease and migraines. Among the 4
false GTs, it is interesting, albeit perhaps unsur-
prising, to find that 2 were marked as common in
discourse: Flu vaccinations are associated with
higher rates of adverse drug reactions and serious
health complications, and poly-amorous relation-
ships are linked to higher levels of sexual risk.

For the 40 GPT-Rank factual GTs, 21 were
deemed true. Overall, the ratio of true GTs is sim-
ilar to that of GPT-LN-FWS GTs. It seems that
some of the other GTs are mixed, characterized by
opening with an opinionated statement, which is
followed by a factual claim, e.g., we should not
abandon chain stores (Opinion) as they provide a
steady supply of goods and services to the commu-
nity (True fact). One of the 3 false GTs could be
considered common in discourse, the alternative
vote would cause voters to be disenfranchised.

The aforementioned short GTs suggested that
GTs tend to be rather generic, in the sense that
stating that something “has failed” or “is unfair”,
can be done (coherently) for a great variety of con-
texts. Indeed, such GTs are reminiscent of those
generated by Bilu and Slonim (2016). To assess
to what extent such GTs are generic, we sampled
100 of them, and annotated them ourselves. In
this sample, 54 of the GTs were deemed generic,
suggesting that such GTs are prevalent, but by no
means the only types of texts being generated.

7 The Complete Pipeline

7.1 Ranking Generated Claims

So far we have assessed the overall ability of the
models to generate relevant claims. A natural ques-



534

tion is whether one can efficiently rank the obtained
GTs, retaining only the most attractive ones for
downstream tasks. This could be considered some-
what analogous to Claim Retrieval tasks, where
first a large amount of argument candidates is re-
trieved, and are then ranked according to their rele-
vance (e.g., Levy et al. (2014); Stab et al. (2018);
Ein-Dor et al. (2020)).

We considered three existing models for rank-
ing GTs - the argument quality and stance mod-
els described in §3.3, and a Claim Detection (CD)
proprietary service, obtained by training a BERT
model on LN55k. The data for training the model
is augmented with negative samples from the same
corpus – sub-sentential fragments which were la-
beled as non-claims. The objective of the model is
to differentiate between claims and non-claims, and
is similar to that described in Ein-Dor et al. (2020)
for Evidence detection. For evaluation we consid-
ered GTs generated on the dev set by GPT-Rank
and GPT-LN-FWS for which we had a definite la-
bel for relevance to the topic. Specifically, GTs
which were annotated as “implausible” by a major-
ity of annotators were assigned a label of 0. GTs
which were annotated as plausible, and then an-
notated for stance, were labeled according to the
latter annotation: 1 if they were annotated as Pro
or Con, and 0 otherwise. In total, we considered
211 positive and 120 negative GTs.

Overall, the CD score is best correlated with the
labels - Pearson’s ρ = 0.41, compared to 0.12 for
(absolute) stance, and 0.01 for argument quality.
In addition, we ranked the GTs within each topic
w.r.t each score, and calculated the ratio between
the number of positives in the top 3 and bottom 3.
As before, CD is preferred, with 81/40 positives
in the top/bottom, compared to 70/56 (stance) and
71/67 (argument quality). See a short discussion
about this result in the Appendix.

Accordingly, we defined the generation pipeline
as follows: (i) Fine-tune GPT-2 to obtain GPT-
Rank (Model-1) or GPT-LN-FWS (Model-2); (ii)
Generate with the topic as a prompt (Model-1),
or prepend the – automatically extracted – first
sentence of the associated Wikipedia article to the
topic and use the resultant text as a prompt; (iii)
rank the obtained GTs according to their CD score.
In principle, one could set a strict threshold on the
CD score, and generate a large number of texts
until a sufficient number pass this threshold. We
plan to investigate this direction in future work.

PL PL + ST P-QU P-ST
GPT-LN-FWS 82.4% 79.5% 0.78 0.97

GPT-Rank 58.8% 57% 0.85 0.98

Table 4: Results on the test set of the GPT-LN-FWS
and GPT-Rank models, with ranking using the claim
detection model. Column titles as in Table 1.

7.2 Test Set Results

With the above pipeline, we now proceed to gener-
ate 20 GTs for each of the 96 topics in the test set,
using the GPT-LN-FWS and GPT-Rank models.
We then take the top 7 GTs according to the CD
score, per topic, resulting in 672 GTs overall for
each model. As done for the dev set, we label these
GTs for plausibility and stance, as well as calculate
their predicted quality and stance.

Results are presented in Table 4. The overall
ratio of GTs perceived as both plausible and car-
rying stance for the GPT-LN-FWS model and the
GPT-Rank model are 79.5% and 57%, respectively,
conveying the advantage of fine-tuning on much
larger data (see the appendix for examples). In ad-
dition, our test set results echo the results obtained
on the dev set, suggesting that our analysis on the
dev set is relevant for the test set as well, and that
our models generalize well to unseen topics.

8 Claim Generation vs. Claim Retrieval

Given a controversial topic, Claim Generation and
Claim Retrieval both aim to provide claims pertain-
ing to it. It is therefore interesting to understand
the interplay between the two tasks. Specifically,
thinking of Claim Generation as a mean to augment
the output of Claim Retrieval, we ask whether GTs
tend to be novel, or a repetition of retrieved claims,
and how does the quality of the two compare. In
addition, we explore how Claim Retrieval can facil-
itate the training of the Claim Generation pipeline
suggested in this work.

How novel are the generated claims? Simi-
lar to the manually-curated claims of the LN55k
dataset, we also had access to such claims pertain-
ing to 34/35 topics in the dev set (henceforth, the
LN claims). For comparison we used 169 GTs (5
per topic, one duplicate removed) from the GTs
generated by GPT-LN for these 34 topics (see Sec-
tion §4). To measure similarity between GTs and
LN claims we fine-tuned BERT on a Semantic Text
Similarity benchmark (Cer et al., 2017). The resul-
tant model was used to find for each GT the top
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matching LN claim. Manual examination suggests
that a score of 0.75 roughly differentiates pairs
with semantically similar claims and those which
are not (Table 5). Note that semantically similar
claims may still have opposing stance, but in this
case we also consider the GT as appearing in the
corpus (in its negated form).

Taking all pairs with score ≥ 0.75, we get
that only 20/169 of the GTs have a semantically-
similar counterpart among the LN claims, suggest-
ing that GTs tend to be novel. Moreover, we see
that the match score is well correlated with the
number of annotators who labeled a GT as plau-
sible (Pearson’s ρ = 0.31) or as having a stance
(ρ = 0.47). Similarly, in general, 127/169 GTs
were determined by human annotators to be plausi-
ble and 114/169 as having a stance. In comparison,
19/20 GTs with match score ≥ 0.75, were deemed
both plausible and as having a stance. This sug-
gests, as may be expected, that GTs are more likely
to represent valid claims if they already appear in
some phrasing within a human-authored corpus.
Future work might use this to validate GTs, or,
conversely, to guide claim retrieval.

How good are the generated claims? Having
matched GTs to “real” claims allows us to com-
pare not only their novelty, but also their qual-
ity. Namely, for each of the 169 pairs we asked
crowd annotators which of the two claims “would
have been preferred by most people to discuss the
topic?”, using the same process as in section §3.
Among these pairs, in 41 cases both claims ap-
peared to be similarly good (a 3:4 split); in 57 the
GT is preferred; and in 71 the LN claim is consid-
ered better. Among the 20 pairs which are highly
similar, in 4 both claims are equally good, in 13
the GT is better and in 4 the LN claim is preferred.
Thus, at least in this small sample, when the two
claims are conveying a similar message, human
annotators seem to prefer the GPT-2 version over
the human authored one.

Can claim retrieval facilitate generation?
The suggested pipeline assumes access to a dataset
of actual claims to fine-tune GPT-2. However, ini-
tial analysis suggest that even with no a-priory
labeled data, having access to a high quality Claim
Retrieval engine, can be enough to facilitate Claim
Generation. Using a propriety Claim Retrieval
server, we first query Wikipedia to retrieve sentence
candidates, in a similar process to that described
in Ein-Dor et al. (2020) for retrieving Evidence

candidates. We then rank them according to the
Claim Detection model described in §7.1. Overall,
we obtain 4427 (ostensible) claims from Wikipedia
for the 192 train topics. We fine-tuned GPT-2 on
them, and evaluated the results as done for the
other datasets (§4). Since these data are not manu-
ally curated, some of the texts used for fine-tuning
are not actual claims. Nonetheless, human anno-
tators deemed 124/175 GTs as plausible; average
perplexity is 264, mean prefix ranking accuracy is
0.61, and average argument quality is 0.75. These
results are comparable to those obtained over the
much larger Rank-30k dataset, suggesting that a
good solution to the Claim Retrieval task embodies
a good solution to the Claim Generation task.

9 Further observations

What characterizes implausible GTs? We con-
sidered the 51 GPT-LN-FWS test-set GTs which
were deemed implausible. More than half seem
to contradict common sense, often by connecting
pairs of unrelated terms as in the titular the work-
week is the best time to start a family, for the topic
We should increase the workweek; or via connect-
ing related terms in an odd manner as in LGBT
adoption is a critical component of a child’s life for
the topic We should legalize LGBT adoption. Other
reasons for implausibility include weird phrasings
(e.g., the housing in public housing is disastrously
unaffordable) and bad grammar (e.g., that the ben-
efits of the MRT network outweigh its costs).
COVID-19 debates. Our pipeline relies heavily on
the massive pre-training of GPT-2, that naturally
included sentences pertaining – at least to some
extent – to topics in our dev and test sets. It is
therefore interesting to examine the GTs obtained
for topics which were presumably less abundant
in the pre-training data. Hence, while sheltering
at home, we have generated 20 GTs for each of
the following two topics: We should subsidize the
COVID-19 drug development and Coronavirus face
masks should be mandatory using the GPT-LN-
FWS model. For the first topic, only 4 of the 20
GTs were coherent and relevant, while many of
the others talked about HIV, alluded to the opioid
crisis, or were outright absurd – the use of artificial
sweeteners in food should be a crime. The four
“good” ones were of generic form, yet some showed
an ability to extrapolate to relevant terms, without
them being mentioned explicitly in the prefix. For
example, in the GT the COVID-19 vaccine will
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Generated claim Matched claim Score
1 natural gas has positive effects on the environment natural gas can have a negative environmental effect 0.85
2 alternative medicine could be a good option for alternative medicine could be useful 0.76

some patients
3 the lottery could drive away investment lottery could be a significant source of revenue 0.75
4 lower retirement ages would promote more a higher minimum retirement age would lead to people 0.74

long-term job stability working longer translating in greater economic output

Table 5: Examples of matching of generated claims to manually-curated claims.

be a very effective vaccine as compared to other
vaccines, while “COVID-19” and “vaccine” are
mentioned separately in the prefix (i.e., in the first
sentence of the Wikipedia page COVID-19 drug
development), the term “COVID-19 vaccine” is not.
For the second topic, 12 of the GTs are coherent
and relevant, presumably because the use of face
masks to prevent disease is more general, and may
have have been discussed in the pre-training data. It
has probably been true of previous airborne viruses
that, for example, the use of face masks is the best
way to keep people safe. Among the irrelevant GTs
there is mention of other medical conditions, such
as Ebola, diarrhoea and mosquito bites. The full list
of GTs for these two topics, as well as 3 additional
ones, are made available as part of this work.

10 Conclusions

We suggest a claim-generation pipeline, based on a
fine-tuned GPT-2 model augmented by framing the
topic, and filtered using Claim Detection tools. Re-
sults on a diverse set of 96 new topics demonstrate
the merit of our approach. As expected, fine tuning
on a larger dataset of claims leads to more accurate
generation. Yet, the coherency of the dataset also
matters; simple merging of datasets of different
flavors does not improve generation, and may even
hamper it.

To evaluate the generation models we exam-
ined several measures, which roughly estimate how
“good” the generated text is. But since they do so
from different perspectives, they are often not con-
sistent with one another (Wachsmuth et al., 2017).
Here they were combined heuristically, but future
work should explore this more rigorously.

Our work highlights some of the relations be-
tween Claim Generation, Claim Retrieval, and
Claim Detection. In our pipeline, Claim Detec-
tion is used to weed out poorly-generated claims.
Further, we show that Claim Retrieval is a suffi-
cient basis – alongside a powerful language model
– for building a claim generation pipeline; and that

Claim Generation may augment Claim Retrieval
with additional novel claims.

Here, GPT-2 was used with a “default” setting.
However, there is clearly an interesting trade-off
between creativity and coherence, and balancing
the two to fit an intended use case – perhaps even
interactively – which we intend to explore in future
research.

Finally, the claims generated by our pipeline dis-
play both subjective opinions and factual assertions.
In the latter case, our initial analysis indicates that
the generated claims of a factual nature are often,
but certainly not always, factually true. Thus, our
work highlights a new emerging front in the rapidly
expanding area of fact verification – that of distin-
guishing valid factual statements from non–valid
ones, on top of automatically generated texts.

11 Ethical note

Argument generation has the potential of being mis-
used (Solaiman et al., 2019), as it can potentially
allow to automatically generate a variety of false
assertions regarding a topic of interest. In addi-
tion, GPT-2 text generations have been shown to
exhibit different levels of bias towards different de-
mographics (Sheng et al., 2019). Nonetheless, the
way to address these dangers is for the community
to recognize and better understand the properties
of such generated texts, and we hope this work pro-
vides a step forward in this direction. As, to the
best of our knowledge, this is the first work lever-
aging GPT-2 in the context of argumentation, such
work can be used to advance research in the argu-
ment generation community, by surfacing issues of
such systems. Furthermore, in our setting we allow
for arguments to be generated on both sides of the
topic, thus if one side is misrepresented, it would
be easily uncovered.
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Topic GT Label Comment
We should close landfills landfills are not a sustainable way to fund

the nation’s health
implausible The text is coherent. However, landfills were never in-

tended to provide revenue that will somehow contribute
to health funds, which makes this claim implausible.

Criticism of the Iraq War
is justified

the Iraq War is a costly and costly mis-
take

implausible The odd repetition of the term “costly” is why this claim
is considered implausible.

We should nationalize the
health care industry

The health care sector is one of the
fastest growth sectors of the economy.

no stance The claim is praising the effects of the health care indus-
try on the economy, thus suggesting to keep things as
they are. However, it could be also interpreted as some-
thing that governments could profit from, thus suggest-
ing to support the topic.

We should abandon
Valentine’s day

The Valentine’s Day holiday is one of
the most misunderstood and misused hol-
idays.

no stance The attitude towards Valientine’s Day can be understood
as negative, as it is misunderstood, or as positive, as
something that should be actually getting better respect
from the public. In addition, the use of the verb “mis-
used” is rather misused in this context. Either way, there
is no clear stance towards abandoning it.

We should disband the
United Nations Security
Council

the United Nations Security Council is
an essential forum for maintaining the
international community’s collective ef-
forts to fight terrorism

plausible and
has stance

We should subsidize
transportation network
companies

the introduction of regional mass transit
networks in the country will help boost
economic growth, provide enhanced fuel
efficiency and reduce the use of private
vehicles

plausible and
has stance

Table 6: Examples of GTs generated by GPT-LN-FWS on the test set.

at least one of these Wikipedia pages. Finally, we
manually phrase each aspect as a framing sentence,
e.g., Consider how this relates to the economy for
the Economy aspect, and append it to the topic
separated by a delimiter.

For evaluation, we generated 15 GTs per aspect
per topic. We compared the results to the GPT-LN
and GPT-Rank models, using the same measures
as described in the main text. Doing an internal
manual assessment of a sample of 40 GTs for each
model, we found that adding aspect context did not
improve the plausibility and relevance of GTs, not
even when introducing heuristics to detect aspects
that are more relevant to the topic. A possible ex-
planation for this is that the selection of appropriate
aspects should be handled more carefully (e.g., as
in Schiller et al. (2020)). Such an approach is be-
yond the scope of this work, and we leave it for
future work.

C Using Claim Detection to Rank GTs

When constructing our pipeline, we examined 3
models for ranking GTs according to their coher-
ence and relevance, concluding that the Claim
Detection (CD) model is most successful. This
model is obtained by fine-tuning BERT on a simi-
lar dataset to what was used to fine-tune GPT-LN
(the main difference is that the data used to fine-
tune BERT included also negative examples from
the same corpus), thus reminiscent of bootstrap-
ping. Indeed, this method of using a classifier fine-
tuned on the same data as GPT-2 to filter generated

samples has already proven to be effective in the
context of augmenting low-resource datasets with
generated texts (Anaby-Tavor et al., 2019).

D Lists of topics

D.1 List of dev set topics

We should legalize doping in sport
We should protect endangered species
We should legalize insider trading
We should lower the drinking age
We should abolish temporary employment
We should ban free newspapers
We should abolish the US Electoral College
We should ban lotteries
We should legalize ivory trade
We should further exploit green technology
We should ban abortions
We should further exploit geothermal energy
We should raise the retirement age
We should ban alternative medicine
We should subsidize public service broadcasters
We should abolish term limits
We should abandon Gmail
We should not subsidize single parents
We should introduce school vouchers
Prenatal diagnosis should be mandatory
We should prohibit tower blocks
We should increase airport racial profiling in the
United States
We should increase international volunteering
We should subsidize the human mission to Mars
The use of AI should be abandoned
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Topic GT Label Comment
We should ban alcohol
advertising

alcohol advertising is a form of harass-
ment towards those who may be a heavy
drinker/drinker. it goes against the most
basic human rights.

implausible The text is coherent, and for many topics saying that
something is a harassment to the point of violating ba-
sic human rights is often a plausible argument. But say-
ing that alcohol advertising is a harassment of drinkers
doesn’t make enough sense to be a plausible argument.

We should abolish com-
petition laws

competition laws are unfair to those who
don’t have the money to hire a lawyer to
get away with murder.

implausible Here, too, the text is coherent. However, while it’s not
clear why competition laws make lawyers more expen-
sive (usually competition drives prices down), the argu-
ment in implausible because getting away with muder is
not something people are likely to argue for.

We should disband the
United Nations Security
Council

The United Nations system should be re-
formed to ensure that the council serv-
ing as the ultimate check on the world is
a more efficient mechanism to deal with
global issues.

no stance Calling for a reform can be taken as an alterntive to dis-
banding, interpreting the claim as contesting the topic.
Alternatively, it can be seen as critical of UNSC, and as
milder policy in the same venue as disbanding.

We should increase the
use of telemedicine

telemarketing can be a effective means
of marketing products and conducting re-
search

no stance The claim is plausible, but it’s not relevant to the topic
- it talks about telemarketing instead of telemedicine.
This is probably due to telemarketing appearing in the
training set.

We should disband the
United Nations Security
Council

we should not dissolve the united nations
security council because it is an impor-
tant forum to address global issues such
as how to deal with unique situations
involving nuclear war, natural disasters,
and the like.

plausible and
has stance

Flu vaccination should be
mandatory

mandatory vaccination is a good thing. it
keeps kids safe and ensures that those in
the most need of protection are protected.
it can help provide a stronger immune
system to fight disease and protect them
from harmful situations.

plausible and
has stance

Table 7: Examples of GTs generated by GPT-Rank on the test set.

We should fight for Palestinian independence
We should further exploit natural gas
We should abandon democracy
We should ban fishing
We should ban gratuities
We should increase government regulation
Community service should be mandatory
We should further exploit solar energy
Tattoos should be banned
We should support a phase-out of lightweight
plastic bags

D.2 List of test set topics

We should end the use of solitary confinement
We should disband the United Nations Security
Council
We should end the use of mass surveillance
Child labor should be legalized
We should cancel the pledge of allegiance to the
flag
We should ban multi-level marketing
We should adopt environmental justice
We should ban media conglomerates
We should end the use of traffic enforcement
cameras
We should introduce a national identity card
We should subsidize transportation network
companies

We should ban burqas
We should ban conversion therapy
We should introduce the alternative vote
Force-feeding should be banned
We should abandon tabloid journalism
We should legalize LGBT adoption
We should abandon Twitter
We should abandon chain stores
We should further exploit mixed-use development
We should subsidize open access journals
We should end child benefits
We should increase the use of telemedicine
We should abandon the sexual revolution
We should adopt polyamory
We should end the use of bailouts
Begging should be banned
We should adopt catholicism
We should abolish credit scores
We should fight environmental degradation
We should increase environmental protection
Flu vaccination should be mandatory
We should close landfills
We should further exploit filibusters
Minority groups should be protected

D.3 Annotation Task Guidelines

Figures 1-6 present the guidelines for the plausi-
bility, stance and factual vs. opinion annotation
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tasks, as appearing in the Appen crowd-sourcing
platform.
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Figure 1: Guidelines for the plausibility annotation task.

Figure 2: Example of a plausibility annotation.
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Figure 3: Guidelines for the stance annotation task.

Figure 4: Example of a stance annotation.
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Figure 5: Guidelines for the factual vs. opinion annotation task.

Figure 6: Example of a factual annotation.


