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Abstract

Khandelwal et al. (2020) use a k-nearest-
neighbor (kNN) component to improve lan-
guage model performance. We show that
this idea is beneficial for open-domain ques-
tion answering (QA). To improve the recall
of facts encountered during training, we com-
bine BERT (Devlin et al., 2019) with a tra-
ditional information retrieval step (IR) and a
kNN search over a large datastore of an embed-
ded text collection. Our contributions are as
follows: i) BERT-kNN outperforms BERT on
cloze-style QA by large margins without any
further training. ii) We show that BERT often
identifies the correct response category (e.g.,
US city), but only kNN recovers the factu-
ally correct answer (e.g., “Miami”). iii) Com-
pared to BERT, BERT-kNN excels for rare
facts. iv) BERT-kNN can easily handle facts
not covered by BERT’s training set, e.g., re-
cent events.

1 Introduction

Pretrained language models (PLMs) like BERT
(Devlin et al., 2019), GPT-2 (Radford et al., 2019)
and RoBERTa (Liu et al., 2019) have emerged as
universal tools that not only capture a diverse range
of linguistic, but also (as recent evidence seems to
suggest) factual knowledge.

Petroni et al. (2019) introduced LAMA (LAn-
guage Model Analysis) to test BERT’s perfor-
mance on open-domain QA and therefore inves-
tigate PLMs’ capacity to recall factual knowledge
without the use of finetuning. Since the PLM train-
ing objective is to predict masked tokens, ques-
tion answering tasks can be reformulated as cloze
questions; e.g., “Who wrote ‘Ulysses’?” is refor-
mulated as “[MASK] wrote ‘Ulysses’.” In this
setup, Petroni et al. (2019) show that, on QA, PLMs
outperform baselines trained on automatically ex-
tracted knowledge bases (KBs).

Figure 1: BERT-kNN interpolates BERT’s prediction
for question q with a kNN-search. The kNN search
runs in BERT’s embedding space, comparing the em-
bedding of q with the embeddings of a retrieved sub-
set of a large text collection: Pairs of a word w in the
text collection and the BERT embedding of w’s con-
text (BERT (s)) are stored in a key-value datastore.
An IR step is used to define a relevant subset of the
full datastore (yellow). BERT (q) (red) is BERT’s
embedding of the question. The kNN search runs be-
tween BERT (q) and BERT (s) and the correspond-
ing distance d and word w is returned (orange). Fi-
nally, BERT’s predictions (blue) are interpolated with
this kNN search result.

Still, given that PLMs have seen more text than
humans read in a lifetime, their performance on
open-domain QA seems poor. Also, many LAMA
facts that PLMs do get right are not “recalled” from
training, but are guesses instead (Poerner et al.,
2019). To address PLMs’ poor performance on
facts and choosing BERT as our PLM, we introduce
BERT-kNN.

BERT-kNN combines BERT’s predictions with
a kNN search. The kNN search runs in BERT’s
embedding space, comparing the embedding of the
question with the embeddings of a retrieved subset
of a large text collection. The text collection can
be BERT’s training set or any other suitable text
corpus. Due to its kNN component and its resulting
ability to directly access facts stated in the searched
text, BERT-kNN outperforms BERT on cloze-style
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Dataset BERT-base BERT-large ERNIE Know-BERT E-BERT BERT-kNN
LAMA 27.7 30.6 30.4 31.7 36.2 39.4
LAMA-UHN 20.6 23.0 24.7 24.6 31.1 34.8

Table 1: Mean P@1 on LAMA and LAMA-UHN on the TREx and GoogleRE subsets for BERT-base, BERT-
large, ERNIE (Zhang et al., 2019), KnowBert (Peters et al., 2019), E-BERT (Poerner et al., 2019) and BERT-kNN.
BERT-kNN performs best.

QA by large margins.
A schematic depiction of the model is shown

in Figure 1. Specifically, we use BERT to embed
each token’s masked context s in the text collection
(BERT (s)). Each pair of context embedding and
token is stored as a key-value pair in a datastore.
Testing for a cloze question q, the embedding of q
(BERT (q)) serves as query to find the k context-
target pairs in the subset of the datastore that are
closest. The final prediction is an interpolation of
the kNN search and the PLM predictions.

We find that the kNN search over the full dat-
store alone does not obtain good results. Therefore,
we first query a separate information retrieval (IR)
index with the original question q and only search
over the most relevant subset of the full datastore
when finding the k-nearest-neighbors ofBERT (q)
in embedding space.

We find that the PLM often correctly predicts the
answer category and therefore the correct answer is
often among the top k-nearest-neighbors. A typical
example is “Albert Einstein was born in [MASK]”:
the PLM knows that a city is likely to follow and
maybe even that it is a German city, but it fails to
pick the correct city. On the other hand, the top-
ranked answer in the kNN search is “Ulm” and so
the correct filler for the mask can be identified.

BERT-kNN sets a new state-of-the-art on the
LAMA cloze-style QA dataset without any fur-
ther training. Even though BERT-kNN is based on
BERT-base, it also outperforms BERT-large. The
performance gap between BERT and BERT-kNN
is most pronounced on hard-to-guess facts. Our
method can also make recent events available to
BERT without any need of retraining: we can sim-
ply add embedded text collections covering recent
events to BERT-kNN’s datastore.

The source code of our experiments is avail-
able under: https://github.com/norakassner/
BERT-kNN.

2 Data

The LAMA dataset is a cloze-style QA dataset that
allows to query PLMs for facts in a way analogous

to KB queries. A cloze question is generated using
a subject-relation-object triple from a KB and a
templatic statement for the relation that contains
variables X and Y for subject and object; e.g, “X
was born in Y”. The subject is substituted for X
and [MASK] for Y. In all LAMA triples, Y is a
single-token answer.

LAMA covers different sources: The
GoogleRE1 set covers the relations “place
of birth”, “date of birth” and “place of death”.
TREx (ElSahar et al., 2018) consists of a subset of
Wikidata triples covering 41 relations. ConceptNet
(Li et al., 2016) combines 16 commonsense rela-
tions among words and phrases. The underlying
Open Mind Common Sense corpus provides
matching statements to query the language model.
SQuAD (Rajpurkar et al., 2016) is a standard
question answering dataset. LAMA contains a
subset of 305 context-insensitive questions. Unlike
KB queries, SQuAD uses manually reformulated
cloze-style questions which are not based on a
template.

We use SQuAD and an additional 305 Concept-
Net queries for hyperparamter search.

Poerner et al. (2019) introduce LAMA-UHN, a
subset of LAMA’s TREx and GoogleRE questions
from which easy-to-guess facts have been removed.

To test BERT-kNN’s performance on unseen
facts, we collect Wikidata triples containing TREx
relations from Wikipedia pages created January–
May 2020 and add them to the datastore.

3 Method

BERT-kNN combines BERT with a kNN search
component. Our method is generally applicable to
PLMs. Here, we use BERT-base-uncased (Devlin
et al., 2019). BERT is pretrained on the BookCor-
pus (Zhu et al., 2015) and the English Wikipedia.

Datastore. Our text collection C is the 2016-
12-21 English Wikipedia.2 For each single-token
word occurrence w in a sentence in C, we com-

1https://code.google.com/archive/p/
relation-extraction-corpus/

2dumps.wikimedia.org/enwiki

https://github.com/norakassner/BERT-kNN
https://github.com/norakassner/BERT-kNN
https://code.google.com/archive/p/relation-extraction-corpus/
https://code.google.com/archive/p/relation-extraction-corpus/
dumps.wikimedia.org/enwiki
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Dataset Statistics Model

Facts Rel BERT kNN BERT
-kNN

GoogleRE 5527 3 9.8 51.1 48.6
TREx 34039 42 29.1 34.4 38.7
ConceptNet 11153 16 15.6 4.7 11.6
SQuAD 305 - 14.1 25.5 24.9
unseen 34637 32 18.8 21.5 27.1

Table 2: Mean P@1 for BERT-base, kNN and their
interpolation (BERT-kNN) for LAMA subsets and un-
seen facts. BERT results differ from Petroni et al.
(2019) where a smaller vocabulary is used.

Configuration P@1
hidden layer 12 36.8
hidden layer 11 39.4
hidden layer 10 34.7
hidden layer 11 (without IR) 26.9

Table 3: Mean P@1 on LAMA (TREx, GoogleRE sub-
sets) for different context embedding strategies. Top:
The context embedding is represented by the embed-
ding of the masked token in different hidden layers.
Best performance is obtained using BERT’s hidden
layer 11. Bottom: We show that BERT-kNN’s per-
formance without the additional IR step drops signif-
icantly. We therefore conclude that the IR step is an
essential part of BERT-kNN.

pute the pair (c, w) where c is a context embedding
computed by BERT. To be specific, we mask the
occurrence of w in the sentence and use the embed-
ding of the masked token. We store all pairs (c, w)
in a key-value datastore D where c serves as key
and w as value.

Information Retrieval. We find that just using
the datastore D does not give good results (see re-
sult section). We therefore use Chen et al. (2017)’s
IR system to first select a small subset of D us-
ing a keyword search. The IR index contains all
Wikipedia articles. An article is represented as a
bag of words and word bigrams. We find the top
3 relevant Wikipedia articles using TF-IDF search.
For KB queries, we use the subject to query the IR
index. If the subject has its dedicated Wikipedia
page, we simply use this. For non-knowledge base
queries, we use the cloze-style question q ([MASK]
is removed).

Inference. During testing, we first run the IR
search to identify the subset D′ of D that corre-
sponds to the relevant Wikipedia articles. For the
kNN search, q is embedded in the same way as the
context representations c in D: we set BERT (q)
to the embedding computed by BERT for [MASK].
We then retrieve the k = 128 nearest-neighbors of

Figure 2: Mean P@1, P@5, P@10 on LAMA for orig-
inal BERT and BERT-kNN.

BERT (q) in D′. We convert the distances (Eu-
clidean) between BERT (q) and the kNNs to a
probability distribution using softmax. Since a
word w can occur several times in kNN, we com-
pute its final output probability as the sum over all
occurrences.

In the final step, we interpolate kNN’s (weight
0.3) and BERT’s original predictions (weight 0.7).
We optimize hyperparameters on dev. See supple-
mentary for details.

Evaluation. Following Petroni et al. (2019) we
report mean precision at rank r (P@r). P@r is 1
if the top r predictions contain the correct answer,
otherwise it returns 0. To compute mean preci-
sion, we first average within each relation and then
across relations.

4 Results and Discussion

Table 1 shows that BERT-kNN outperforms BERT
on LAMA. It has about 10 precision point gain over
BERT, base and large. Recall that BERT-kNN uses
BERT-base. The performance gap between original
BERT and BERT-kNN becomes even larger when
evaluating on LAMA-UHN, a subset of LAMA
with hard-to-guess facts.

It also outperforms entity-enhanced versions of
BERT (see related work) – ERNIE (Zhang et al.,
2019), KnowBert (Peters et al., 2019) and E-BERT
(Poerner et al., 2019) – on LAMA.

Table 2 shows that BERT-kNN outperforms
BERT on 3 out of 4 LAMA subsets. BERT pre-
vails on ConceptNet; see discussion below. Huge
gains are obtained on the GoogleRE dataset. Fig-
ure 2 shows precision at 1, 5 and 10. BERT-kNN
performs better than BERT in all three categories.

Table 3 compares different context embedding
strategies. BERT’s masked token embedding of
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Query and True Answer Generation
G

oo
gl

e
R

E
hans gefors was born in [MASK]. BERT-kNN: stockholm (0.36), oslo (0.15), copenhagen (0.13)
True: stockholm BERT: oslo (0.22), copenhagen (0.18), bergen (0.09)

kNN: stockholm (1.0), lund (0.00), hans (0.00)

T
R

E
x regiomontanus works in the field of [MASK]. BERT-kNN: astronomy (0.20), mathematics (0.13), medicine (0.06)

True: mathematics BERT: medicine (0.09), law (0.05), physics (0.03)
kNN: astronomy (0.63), mathematics (0.36), astronomical (0.00)

C
on

ce
pt

N
et

ears can [MASK] sound. BERT-kNN: hear (0.27), detect (0.23), produce (0.06)
True: hear BERT: hear (0.28), detect (0.06), produce (0.04)

kNN: detect (0.77), hear (0.14), produce (0.10)

Sq
ua

d tesla was in favour of the [MASK] current type. BERT-kNN: alternating (0.39), electric (0.18), direct (0.11)
True: ac BERT: electric (0.28), alternating (0.18), direct (0.11)

kNN: alternating (0.87), direct (0.12), ac (0.00)

Table 4: Examples of generation for BERT-base, kNN, BERT-kNN. The last column reports the top three tokens
generated together with the associated probability (in parentheses).

hidden layer 11 performs best. We also show the
necessity of the IR step by running a kNN search
over all Wikipedia contexts, which results in preci-
sion lower than original BERT. To run an efficient
kNN search over all contexts instead of the relevant
subset identified by the IR step, we use the FAISS
libary (Johnson et al., 2017).

Table 2 also shows that neither BERT nor kNN
alone are sufficient for top performance, while the
interpolation of the two yields optimal results. In
many cases, BERT and kNN are complementary.
kNN is worse than BERT on ConceptNet, presum-
ably because commonsense knowledge like “birds
can fly” is less well-represented in Wikipedia than
entity triples and also because relevant articles are
harder to find by IR search. We keep the interpola-
tion parameter constant over all datasets. Table 4
shows that kNN often has high confidence for cor-
rect answers – in such cases it is likely to dominate
less confident predictions by BERT. The converse
is also true (not shown). Further optimization could
be obtained by tuning interpolation per dataset.

BERT-kNN answers facts unseen during pre-
training better than BERT, see Table 2. BERT was
not trained on 2020 events, so it must resort to
guessing. Generally, we see that BERT’s knowl-
edge is mainly based on guessing as it has seen
Wikipedia during training but is not able to recall
the knowledge recovered by kNN.

Table 4 gives examples for BERT and BERT-
kNN predictions. We see that BERT predicts the
answer category correctly, but it often needs help
from kNN to recover the correct entity within that
category.

5 Related work

PLMs are top performers for many tasks, includ-
ing QA (Kwiatkowski et al., 2019; Alberti et al.,

2019; Bosselut et al., 2019). Petroni et al. (2019)
introduced the LAMA QA task to probe PLMs’
knowledge of facts typically modeled by KBs.

The basic idea of BERT-kNN is similar to Khan-
delwal et al. (2020)’s interpolation of a PLM and
kNN for language modeling. In contrast, we ad-
dress QA. We introduce an IR step into the model
that is essential for good performance. Also, our
context representations differ as we use embed-
dings of the masked token.

Grave et al. (2016) and Merity et al. (2017), in-
ter alia, also make use of memory to store hidden
states. They focus on recent history, making it
easier to copy rare vocabulary items.

DRQA (Chen et al., 2017) is an open-domain
QA model that combines an IR step with a neural
reading comprehension model. We use the same IR
module, but our model differs significantly. DRQA
does not predict masked tokens, but extracts an-
swers from text. It does not use PLMs nor a kNN
module. Most importantly, BERT-kNN is fully un-
supervised and does not require any extra training.

Some work on knowledge in PLMs focuses on
injecting knowledge into BERT’s encoder. ERNIE
(Zhang et al., 2019) and KnowBert (Peters et al.,
2019) are entity-enhanced versions of BERT. They
introduce additional encoder layers that are inte-
grated into BERT’s original encoder by expensive
additional pretraining. Poerner et al. (2019) injects
factual entity knowledge into BERT’s embeddings
without pretraining by aligning Wikipedia2Vec en-
tity vectors (Yamada et al., 2016) with BERT’s
wordpiece vocabulary. This approach is also lim-
ited to labeled entities. Our approach on the other
hand is not limited to labeled entities nor does it re-
quire any pretraining. Our approach is conceptually
different from entity-enhanced versions of BERT
and could potentially be combined with them for
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even better performance. Also, these models ad-
dress language modeling, not QA.

The combination of PLMs with an IR step/kNN
search has attracted a lot of recent research interest.
The following paragraph lists concurrent work:

Petroni et al. (2020) also combine BERT with an
IR step to improve cloze-style QA. They do not use
a kNN search nor an interpolation step but feed the
retrieved contexts into BERT’s encoder. Guu et al.
(2020) augment PLMs with a latent knowledge re-
triever. In contrast to our work they continue the
pretraining stage. They jointly optimize the masked
language modeling objective and backpropagate
through the retrieval step. Lewis et al. (2020); Izac-
ard and Grave (2020) leverage retrieved contexts
for better QA using finetuned generative models.
They differ in that the latter fuse evidence of mul-
tiple contexts in the decoder. Joshi et al. (2020)
integrate retrieved contexts into PMLs for better
reading comprehension.

6 Conclusion

This work introduced BERT-kNN, an interpolation
of BERT predictions with a kNN search for unsu-
pervised cloze-style QA. BERT-kNN sets a state-
of-the-art on LAMA without any further training.
BERT-kNN can be easily enhanced with knowl-
edge about new events that are not covered in the
training text used for pretraining BERT.

In future work, we want to exploit the utility
of the kNN component for explainability: kNN
predictions are based on retrieved contexts, which
can be shown to users to justify an answer.
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A Data

LAMA and LAMA-UHN can be downloaded from:
https://dl.fbaipublicfiles.com/LAMA/

For TREx unseen, we downloaded the latest
Wikidata and Wikipedia dump from:
https://dumps.wikimedia.org/

wikidatawiki/entities/wikipedia_en/

latest-all.json.bz2

and
https://dumps.wikimedia.org/enwiki/

latest/enwiki-latest-pages-articles.xml.

bz2.
We filter for TREx relations and only consider

facts which have a Wikipedia page created after
January 1st 2020. We only consider relations with
5 questions or more. We add the additional embed-
ded Wikipedia articles to the datastore.

B Inference

The probability of the kNN search for word w is
given by:
pkNN (w | q) ∼

∑
(cw,w)∈kNN e−d(BERT (q),cw)/l.

The final probability of BERT-kNN is the
interpolation of the predictions of BERT and the
kNN search:
pBERT−kNN (q) = λpkNN (q)+(1−λ)pBERT (q),

with
q question,
BERT (q) embedding q,
w target word,
sw context of w,
cw = BERT (s) embedded context,
d distance,
l distance scaling,
λ interpolation parameter.

C Hyperparameters

Hyperparameter optimization is done with the
305 SQuAD questions and additional randomly
sampled 305 ConceptNet questions. We remove
the 305 ConceptNet questions from the test set.
We run the hyperparameter search once.
We run a grid search for the following hyperparam-
eters:
Number of documents N = [1, 2, 3, 4, 5],
Interpolation λ = [0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8],
Number of NN k = [64, 128, 512],
Distance scaling l = [5, 6, 7, 8, 9, 10, 11, 12].

The optimal P@1 was found for:
Number of documents N = 3,
Interpolation parameter λ = 0.3,
Number of NN k= 128,
Distance scaling l = 6.

D kNN without IR

To enable a kNN search over the full datastore
we use FAISS index (Johnson et al., 2017). We
train the index using 1M randomly sampled keys
and 40960 number of clusters. Embeddings are
quantized to 64 bytes. During inference the index
looks up 64 clusters.

E Computational Infrastructure

The creation of the datastore is computationally
expensive but only a single forward pass is needed.
The datastore creation is run on a server with 128
GB memory, Intel(R) Xeon(R) CPU E5-2630 v4,
CPU rate 2.2GHz, number of cores 40(20), 8x
GeForce GTX 1080Ti. One GPU embedds 300
contexts/s. The datastore includes 900M contexts.

Evaluation is run on a server with 128 GB
memory, Intel(R) Xeon(R) CPU E5-2630 v4, CPU
rate 2.2GHz, number of cores 40(20). Evaluation
time for one query is 2 s but code can be optimized
for better performance.
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