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Introduction

Welcome to the First Workshop on Evaluation and Comparison of NLP Systems (Eval4NLP).

Fair evaluations and comparisons are of fundamental importance in tracking the development of NLP.
This is particularly challenging within the current deep learning revolution, as many techniques are black-
box and new state-of-the-art results are reported in ever shorter intervals. On the other hand, the rapid
evolution of NLP methods endows the community with ever more tools for evaluating and understanding
existing NLP systems. With both these challenges and opportunities in mind, we organize this workshop,
aiming at providing a platform to present and discuss the latest advances in NLP evaluation methods and
resources.

The workshop has attracted considerable attention from the community, with 38 research papers
finally submitted. After double-blind reviewing by two reviewers each, 19 papers were selected to
be presented in the workshop, consisting of 15 long papers, two short papers and two non-archival
papers. The accepted papers cover a wide range of topics in NLP evaluation and comparison, including
novel evaluation metrics for multiple NLG systems (summarization, translation, image captioning, and
dialogue generation), word embeddings, OpenlE systems, and language grammaticality; discussions
about how to properly report the evaluation results; and a survey on using Textual Entailment for generic
NLP evaluation.

We wish to thank all of the authors for their contributions, the members of the Program Committee for
their thoughtful reviews, the invited speakers for sharing their vision and outlook, the sponsors (Google
and Amazon) for their generous support, and all the attendees of their participation. We believe all these
will contribute to a successful workshop. Looking forward to meeting you all (virtually) at Eval4NLP!

Eval4NLP Organization Team,
Steffen Eger, Yang Gao, Maxime Peyrard, Wei Zhao, Eduard Hovy
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