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With the advent of deep learning, research
in many areas of machine learning is converg-
ing towards the same set of methods and mod-
els. For example, long short-term memory net-
works (Hochreiter and Schmidhuber, 1997) are not
only popular for various tasks in natural language
processing (NLP) such as speech recognition, ma-
chine translation, handwriting recognition, syntac-
tic parsing, etc., but they are also applicable to
seemingly unrelated fields such as bioinformat-
ics (Min et al., 2016). Recent advances in con-
textual word embeddings like BERT (Devlin et al.,
2019) boast with achieving state-of-the-art results
on 11 NLP tasks with the same model. Before
deep learning, a speech recognizer and a syntac-
tic parser used to have little in common as systems
were much more tailored towards the task at hand.

At the core of this development is the tendency
to view each task as yet another data mapping
problem, neglecting the particular characteristics
and (soft) requirements that tasks often have in
practice. This often goes along with a sharp break
of deep learning methods with previous research in
the specific area. This thesis can be understood as
an antithesis to the prevailing paradigm. We show
how traditional symbolic statistical machine trans-
lation (Koehn, 2009) models can still improve neu-
ral machine translation (Kalchbrenner and Blun-
som, 2013; Sutskever et al., 2014; Bahdanau et al.,
2015, NMT) while reducing the risk of common
pathologies of NMT such as hallucinations and ne-
ologisms. Other external symbolic models such
as spell checkers and morphology databases help
neural models to correct grammatical errors in text.
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We also focus on language models that often do not
play a role in vanilla end-to-end approaches and
apply them in different ways to word reordering,
grammatical error correction, low-resource NMT,
and document-level NMT. Finally, we demonstrate
the benefit of hierarchical models in sequence-to-
sequence prediction. Hand-engineered covering
grammars are effective in preventing catastrophic
errors in neural text normalization systems. Our
operation sequence model for interpretable NMT
represents translation as a series of actions that
modify the translation state, and can also be seen
as derivation in a formal grammar.

This thesis also focuses on the decoding aspect
of neural sequence models. We argue that NMT
decoding is very similar to navigating through a
weighted graph structure or finite state machine,
with the only difference that the state space may
not be finite. This view enables us to use a wide
range of search algorithms, and provides a strong
formal framework for pairing NMT with other
kinds of models. In particular, we apply exact
shortest path search algorithms for graphs, such as
depth-first search, to NMT, and show that beam de-
coding fails to find the global best model score in
most cases. However, these search errors, para-
doxically, often prevent the decoder from suffer-
ing from a frequent but very serious model error in
NMT, namely that the empty hypothesis often has
the global best model score.

The main contributions of this thesis are im-
plemented in a novel open-source NMT decoding
framework called SGNMT2 which allows paring
neural translation models with different kinds of
constraints and symbolic models. SGNMT is com-
patible to a range of popular toolkits such as Ten-
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sor2Tensor (Vaswani et al., 2018) and fairseq (Ott
et al., 2019) for neural models, KenLM (Heafield,
2011) for language modelling, and OpenFST (Al-
lauzen et al., 2007) for finite state transducers.
SGNMT has been used for: (1) teaching as
SGNMT has been used for course work and stu-
dent theses in the MPhil in Machine Learning and
Machine Intelligence at the University of Cam-
bridge, (2) research as most of the research work
of the Cambridge MT group, including four suc-
cessful WMT submissions, is based on SGNMT,
and (3) technology transfer as SGNMT has helped
to transfer research findings from the laboratory to
the industry, eg. into a product of SDL plc.

The Apollo repository of the University of
Cambridge provides open access to the full the-
sis (https://doi.org/10.17863/CAM.
49422).
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