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Abstract

Grammatical gender is assigned to nouns dif-
ferently in different languages. Are all fac-
tors that influence gender assignment idiosyn-
cratic to languages or are there any that are uni-
versal? Using cross-lingual aligned word em-
beddings, we perform two experiments to ad-
dress these questions about language typology
and human cognition. In both experiments,
we predict the gender of nouns in language X
using a classifier trained on the nouns of lan-
guage Y, and take the classifier’s accuracy as
a measure of transferability of gender systems.
First, we show that for 22 Indo-European lan-
guages the transferability decreases as the phy-
logenetic distance increases. This correlation
supports the claim that some gender assign-
ment factors are idiosyncratic, and as the lan-
guages diverge, the proportion of shared in-
herited idiosyncrasies diminishes. Second, we
show that when the classifier is trained on two
Afro-Asiatic languages and tested on the same
22 Indo-European languages (or vice versa),
its performance is still significantly above the
chance baseline, thus showing that universal
factors exist and, moreover, can be captured
by word embeddings. When the classifier is
tested across families and on inanimate nouns
only, the performance is still above baseline,
indicating that the universal factors are not lim-
ited to biological sex.

1 Grammatical gender assignment

Grammatical gender is one of the nominal classifi-
cation systems found in natural languages (Seifart,
2010). In languages with grammatical gender, cer-
tain words agree in a specific form with the noun
they modify depending on the gender of the mod-
ified noun (Corbett, 1991, 2001). For instance,
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Swedish has a binary gender system with the com-
mon/neuter values, in which the articles and ad-
jectives must have grammatical gender agreement
with the noun they are modifying, c.f., ett stor-t
dpple (SG.NEUT big-SG.NEUT apple.SG.NEUT) ‘a
big apple’ and en stor-() hiist (a.SG.UTER big-
SG.UTER horse.SG.UTER) ‘a big horse’.

The most common gender distinctions are mas-
culine/feminine (e.g., in French and Italian), mascu-
line/feminine/neuter (e.g., in Russian and German),
and common/neuter (e.g., in Swedish and Danish)
(Corbett, 2013a). Within these distinctions, gram-
matical gender does not necessarily fully agree
with the biological sex. By way of illustration,
the German word for ‘girl’, Mddchen, is a neuter
noun. Moreover, nouns with the same meaning
may belong to different grammatical gender in dif-
ferent languages. For example, the German noun
for ‘sun’, Sonne, is feminine, but its French equiva-
lent, soleil, is masculine.

Based on these observations, several questions
have been developed in the literature. First of
all, what are the main factors that influence gen-
der assignment in individual languages? Sec-
ond, are there any principles that are shared cross-
linguistically or are they all language- and/or
culture-specific? With regard to the first question,
two main factors have been identified in the liter-
ature: formal features of the noun and its mean-
ing (Corbett and Fraser, 2000; Rice, 2006; Corbett,
2013b; Fedden and Corbett, 2019). With regard to
the second question, it is generally believed that

"More complex distinctions are also found. As an example,
Swahili has a more complex system with 18 classes. These
systems are generally referred to as ‘noun classes’ in the liter-
ature and are not covered by the term ‘grammatical gender’ in
the current paper.
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gender assignment is based on a mix of shared
cognitive principles (Kemmerer, 2017) and linguis-
tic/cultural idiosyncrasies (Takamura et al., 2016;
Di Garbo et al., 2019).

One of the most common way to answer the sec-
ond question is to measure the transferability of
gender across languages. If the gender assignment
rules of a language can be easily used to predict
the gender of nouns in another language, it shows
that the principles of gender assignment are partly
shared and transferable between the two languages.
If such a transfer is possible within most languages,
one can then assume that gender assignment is to
a large extent based on universal patterns. Most
empirical studies that adopted this approach fol-
lowed the perspective of language acquisition and
analyzed how native speakers of language X could
predict the gender of a selected amount of nouns
from language Y (Sabourin et al., 2006; Jarvis and
Pavlenko, 2010, p.132-136). No studies known to
the authors investigated the transferability of gram-
matical gender for a large amount of nouns from
a large sample of languages by using natural lan-
guage processing methods, which is the gap we
aim at filling.

We use a transfer learning setting to measure
the transferability of grammatical gender across
languages. In this setting, a neural classification
model is trained to predict the grammatical gender
of nouns in a source language. This model is then
applied to a set of test nouns in a target language to
predict their grammatical gender. The classifier’s
ability to classify the test nouns is interpreted as an
indication of the transferability of grammatical gen-
der system from the source language to the target
language (i.e., the higher the accuracy is, the more
transferable the gender systems are). The entire
setting is founded on the cross-lingual represen-
tation of words, providing for knowledge transfer
between the gender classification models across
languages. The embeddings are used to represent
nouns in both source and target languages. The use
of word embeddings for the study of grammatical
gender is based on the premise that they can capture
linguistically-motivated information about words
(Nastase and Popescu, 2009; Andreas and Klein,
2014; Artetxe et al., 2018; Basirat and Tang, 2019;
Williams et al., 2019), including information about
the gender of nouns within a language (Basirat
and Tang, 2019; Williams et al., 2019; Nastase and
Popescu, 2009; Basirat et al., in press).

We ask the following research questions. Is
successful gender transfer possible between non-
related languages (if yes, it means that there exist
universal factors in gender assignment)? When
the classifier is applied to related languages, does
its success depend on how related they are (if yes,
this in an indication that some factors are not uni-
versal)? Does gender transfer work in the same
way for all nouns or are there differences between
certain noun classes?

2 Experimental materials and settings

In this section, we present the languages involved in
this study along with the source of our data. Then,
we provide an overview of the cross-lingual word
embedding method and the settings of the classifier
used for gender transfer.

2.1 Materials

Two sources of data are selected for each language.
First, a noun-gender dictionary is constructed from
the morphological annotations of the Universal De-
pendencies 2.6 (Zeman et al., 2020). For each lan-
guage, a dictionary is created by iterating through
all available UD treebanks for the given language.
For every unique downcased noun form in these
treebanks, the grammatical gender is extracted
from the treebank and labeled to the noun as one of
four classes: neuter, feminine, masculine and com-
mon (underspecified values such as “Fem,Masc”
were ignored). The same four-class label structure
was used for all languages, to ensure compatibility
of the models. Second, word embeddings are se-
lected from pre-trained cross-lingual embeddings
published on the fastText website (Joulin et al.,
2018).2 Further details about the embeddings are
provided in the following subsection.

We selected all languages that have grammatical
gender and are present in both data sources, with
the exception of Albanian due to its small treebank
size and Norwegian because in pilot experiments,
our classifier showed unexpectedly poor perfor-
mance for reasons we were not able to establish.
This results in the selection of 24 languages that
are shown in Table 1. Three types of gender sys-
tems are found: masculine/feminine (42%, 10/24),
masculine/feminine/neuter (46%, 11/24), and com-
mon/neuter (12%, 3/24). Only a few languages
belong to the third type, which is actually the result
of a merge between the masculine and the feminine

*https://fasttext.cc/docs/en/aligned-vectors.html
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categories existing originally in those languages
(Enger, 2017, p.1439). The Indo-European lan-
guage family is over-represented, which is due to
practical limitations from the available resources.
Nevertheless, our sample has its advantages. First,
the Indo-European language family is considered
to be one of the ‘typical’ grammatical gender lan-
guage families (Audring, 2016, p.2), which repre-
sents an ideal starting point for a quantitative anal-
ysis. Second, comparing languages mostly from
the same family allows us to address our second
research question about the correlation between re-
latedness of the languages and the transferability
of gender.

Language m f n c | Size
Arabic* ar | 33 67 - - 3
Bulgarian bg | 24 33 43 - 9
Catalan ca |49 51 - - 9
Czech cs | 17 41 43 - 44
Danish da | - - 72 28 |7
German de |24 40 36 - 56
Greek el | 25 52 23 - 4
Spanish es |44 56 - -
French fr | 43 57 - - 13
Hebrew* he | 44 57 - -

Hindi hi | 33 67 - - 8
Croatian hr | 17 39 45 - 12
Italian it |45 55 - - 13
Lithuanian It |38 62 - - 7
Latvian Iv | 499 51 - - 13
Dutch nl | - - 72 28 19
Polish pl |21 35 45 - 26
Portuguese pt |45 55 - - 8
Romanian® ro | 64 37 - - 17
Russian ru |17 34 49 - 44
Slovak sk | 18 39 43 - 9
Slovenian sl | 16 41 43 - 12
Swedish sv | - - 75 25|11
Ukrainian uk | 14 38 48 - 11

Table 1: Languages included in the data. Asterisk
(*) denotes Afro-Asiatic languages, the rest are Indo-
European. The gender distribution (in %) is shown in
columns m = masculine, f = feminine, ¢ = common
(uter), n = neuter. The ”’Size” column indicates the num-
ber of nouns in thousand tokens (K).

3Traditionally, Romanian is considered to have three gen-
ders: masculine, feminine, and neuter, but an alternative two-
gender analysis has also been proposed (Bateman and Polin-
sky, 2010). UD follows the two-gender annotation.
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2.2 Cross-lingual Word Embeddings

Cross-lingual word embeddings aim at representing
words of multiple languages in a joint embedding
space such that similar words (in each language and
across all languages) are clustered together. These
resources provide a foundation for the cross-lingual
study of words and the development of transfer
learning models between languages.

The cross-lingual word embeddings can be
trained in different ways (Ruder et al., 2019). One
of the main approaches is to find a mapping be-
tween monolingual word embedding spaces using a
seed dictionary that contains words and their trans-
lations in different languages. This approach is
based on the observation made by Mikolov et al.
(2013) that word embeddings exhibit similar struc-
tures across languages. Mikolov et al. (2013) for-
mulate the mapping as a least-square linear regres-
sion between the monolingual embeddings of the
seed lexicon to minimize the mean square error of
the word translations. The mapping model is then
generalized to all words in the languages. This
approach is improved by Xing et al. (2015); Smith
et al. (2017), imposing an orthogonal constraint on
the transformation weights. Later attempts were
made to reduce the need for the seed dictionary
(Smith et al., 2017; Artetxe et al., 2017). Conneau
et al. (2018); Zhang et al. (2017) leverage adversar-
ial training to automatically produce the dictionary
during training and completely eliminate its neces-
sity as a supervision source. Joulin et al. (2018)
further enhance the loss function of the regression
model using the retrieval model of Conneau et al.
(2018), providing for the representation of unseen
words.

In this study, we use fastText cross-lingual word
embeddings trained on the monolingual word em-
beddings of Bojanowski et al. (2017) using the
mapping approach of Joulin et al. (2018). The
monolingual embeddings are trained on Wikipedia
data for words that appear at least five times. The
embeddings encode information about the form
and semantics of words from sub-word units and
word co-occurrences, respectively. The informa-
tion about the form and semantics plays a critical
role in the assignment of grammatical gender to
nouns (Corbett, 1991; Rice, 2006). This motivates
us to use fastText embeddings for the study of cross-
lingual grammatical gender transfer. The original
embeddings are distributed in a 300-dimensional
space and cover 44 languages belonging to differ-



ent language families. In the current study, we
retrieved the embeddings for the 24 languages that
have gender systems and a sufficiently large data
size.

2.3 Settings

A multi-layer perceptron is used to predict the
grammatical gender of nouns from their cross-
lingual embeddings. The choice of a multi-layer
perceptron instead of a recurrent model is moti-
vated by 1) the fact that the grammatical gender is
an inherent static property of a noun that does not
change in different contexts, and 2) the proven abil-
ity of a multi-layer perceptron for the task (Basirat
and Tang, 2019). The network has three layers, an
input layer that reads the 300-dimensional word
embeddings, a single hidden layer twice the size
of the input layer with ReLu activation, and an
output layer with softmax activation consisting of
four neurons related to the four genders mascu-
line, feminine, neuter, and common. This pro-
vides for modeling the three gender systems mas-
culine/feminine, masculine/feminine/neuter, and
common/neuter and analysing the extent to which
these systems are transferable.

The classifier is trained on pairs of the noun em-
beddings and genders collected from the dictionary.
The data is split into 80%, 10% and 10% for train-
ing, validation and testing. The data is randomly
split in folds, of which the designations of training,
test and validation are rotated between runs. The fi-
nal results are the average of multiple runs covering
a full rotation of the folds. We label the language
the classifier is trained on source and the language
to which it attempts predicting gender farget. The
train and the validation data is used for training a
classification model on the source language and the
test data is used for testing the model on the target
language. We go through all possible source-target
combinations, 576 (24 x 24) language pairs.

PyTorch (Paszke et al., 2019) is used to imple-
ment the classifier using the stochastic gradient
descent optimizer with a learning rate of 0.1 and
the cross-entropy loss function. Early stopping was
employed if the model stopped improving over 20
epochs, with a minimum of 2200 epochs and a
maximum of 25000 epochs. We ran the classifier
ten times with different random seeds to measure
the variability between training runs. For every
language pair, we calculate Fleiss’ kappa across
the ten runs. The kappas vary from 0.73 (substan-

268

tial agreement) to 0.99, the average value is 0.91
(almost perfect agreement), and the standard devia-
tion is 0.04. We conclude that the results are robust
with respect to random seed.

3 Gender transfer at the language level

In this section, we analyse the results of the ex-
periment from two different perspectives. First,
we consider the broad transferability of gender
across languages by measuring the accuracy across
all possible pairs of languages in the dataset (sec-
tion 3.1, figures 1 and 3). While this step provides
an overview of the accuracy of gender transfer, it is
also extremely influenced by the different gender
systems across languages. For instance, asking a
language that has the masculine/feminine system
to predict the categories on a language that has a
masculine/feminine/neuter system is by definition
going to result in a low accuracy since the source
language does not have information about neuter
nouns. To overcome this issue, we perform an ad-
ditional analysis with narrower scope, where we
compare pairs of only those languages that have
isomorphic systems (section 3.2). As an example,
we use languages that have masculine/feminine to
predict the gender in languages that also have mas-
culine/feminine. The rationale behind narrowing
the scope is that it enables us to focus on the ques-
tion of how similar the distributions of nouns across
gender classes are, abstracting away from possible
differences between the number of classes and their
types.

We define a random guessing baseline for the
transfer between each pair of languages. The base-
line is the accuracy that would have been achieved
by a classifier that makes a random guess based
solely on gender probabilities in the source lan-
guage. The accuracy it would achieve is

> plgs)plar)

g€{m,f,c,n}

where p(gs) is the probability of the given gender
in the source language and p(g;) is the probability
of the given gender in the target language. In all our
experiments, we report the absolute improvement
(or degradation) of the transfer learning accuracy
from the random baseline accuracy. In this way, a
negative value indicates that the transfer accuracy
is below the baseline, a positive value indicates that
the transfer accuracy is higher than the baseline,



and a zero value indicates that the transfer accuracy
is only as good as the random baseline.*

3.1 Gender transfer between all systems

The mean accuracy from the ten different-seed runs
of each transfer is compared with the random base-
line and plotted in Figure 1. Each entry is the
difference between the result and the baseline, i.e.
an improvement (or degradation) from the baseline
results.

We run three two-sided paired t-tests to check
whether the accuracy is significantly different from
the baseline: one for language pairs within the
Indo-European family (#(483) = 27.013, p-value <
0.001), one for language pairs where the source
language is from an Afro-Asiatic family and the
target language is Indo-European (#(43) = 10.454,
p-value < 0.001), one for language pairs where
the source is Indo-European and the target is Afro-
Asiatic (#(43) = 9.5251, p-value < 0.001), in all
cases the average classifier accuracy is higher than
the baseline.

Three main observations are worth noting. First,
word embeddings do provide sufficient informa-
tion to generate an accuracy significantly above the
baseline for the majority of languages, as shown
by the diagonal line in the plot and the output of
the t-tests. Second, Danish, Dutch, and Swedish
do not transfer well to other languages. These
three languages are the only languages that have
a common/neuter system, which explains the low
accuracy of gender transfer. Third, even though
Arabic and Hebrew are not related to the Indo-
European language family, both as source and tar-
get languages they yield accuracy that is compara-
ble to that yielded by Indo-European languages and
is significantly higher than the baseline (see Section
4). These points imply that while the relatedness of
languages affect the transferability of gender, we
are also likely to find some shared principles of
gender assignment across non-related languages.

Then, we compare the accuracy of the trans-
fer with phylogenetic distance within the Indo-
European language family. To do so, we extract
the phylogenetic distance from the broad Indo-
European tree published by Chang et al. (2015, tree

*Note that our measure is not of course a perfect quan-
tification of gender-system similarity, since it does not yield
the accuracy of 1 for all the cases when source and target
languages are the same (the diagonal in Figure 1). It can,
however, be viewed as an approximation (in principle, the
accuracy of transfer X — Y can be normalized by dividing it
by the accuracy of X — X).

A3), as shown in Figure 2. The branch lengths are
annotated in terms of years, which allows a direct
comparison of phylogenetic distance defined as the
time depth of the first common ancestor shared by
a pair of compared languages. The larger the dis-
tance, the less related is a pair of languages. The
output of the comparison is shown in Figure 3.

A linear regression shows a significant relation-
ship between accuracy and phylogenetic distance
(#(4838) = —60.12, p < 0.001). The slope coeffi-
cient for phylogenetic distance is —0.00005, which
means that the accuracy decreases by 5% for each
1000 years of phylogenetic distance. The R? value
shows that 43% of the variation in accuracy can
be explained by phylogenetic distance. A closer
analysis indicates that the transfer accuracy of a
pair of languages sharing the same system is gen-
erally higher than the transfer accuracy of pair of
languages having different systems. For instance,
the lower values between 1000 and 2000 years of
phylogenetic distance are gender transfers between
common/neuter and masculine/feminine/neuter lan-
guages. Further details are explained in subsec-
tion 3.2.

Finally, we performed a correlation test to see
whether gender transferability in a language pair
is affected by how different gender distributions in
the two languages are. By gender distribution we
mean a distribution of the marginal probabilities of
seeing each gender over all nouns in the vocabulary
set, and we measure the difference between two
distributions as the KL-divergence. We find that
the transferability correlates negatively with the
KL-divergence both globally over all languages
(Spearman p = —0.7, p < 0.001) and locally
within each branch (Slavic: p = —0.4, p = 0.002,
Germanic: p = —0.9, p < 0.001, and Romance:
p = —0.8, p < 0.001), indicating that gender trans-
fer becomes weaker as the marginal distributions
of gender become more different.

3.2 Gender transfer between isomorphic
systems

Three types of comparisons are made. First, the
accuracy of transfer between languages with mascu-
line/feminine systems is measured. Then, the same
process is conducted for languages with mascu-
line/feminine/neuter systems and common/neuter
systems.

To estimate the combined effect of phylogenetic
distance and system type (masculine/feminine,
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Figure 1: Average difference between accuracy and the random baseline. A positive value represents an accuracy
above the baseline while a negative value indicates an accuracy below the baseline.
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Figure 2: The phylogenetic tree of the Indo-European
languages included in the analysis.

masculine/feminine/neuter, common/neuter), we
fit a linear regression model with the values of the
accuracy improvement (or degradation) from the
baseline as the dependent variable, phylogenetic
distance a continuous predictor, and system type
a categorical predictor (common/neuter is the ref-
erence level). The two-way interaction between
the predictors is also included. The summary of
the model is presented in Table 2. The R? value
shows that 74% of the variation of accuracy in the
sample can be explained by phylogenetic distance
and gender system types.

The results again show a negative relationship be-
tween accuracy and phylogenetic distance. With re-
gard to gender systems, having masculine/feminine
or masculine/feminine/neuter has a positive effect
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Figure 3: A comparison of the accuracy improvement
(or degradation) of gender transfer (Y-axis) and the phy-
logenetic distance between each language pair (X-axis).
The dashed line refers to the random baseline. The phy-
logenetic distance refers to the years separating each
pair of languages in the Indo-European tree. Each point
represents the average of the transfer accuracy over 10
runs.

on the accuracy, when considering common/neuter
systems as the reference level. Within all three
systems, masculine/feminine has the highest coeffi-
cient (0.12), which implies that transfers between
languages having masculine/feminine gender sys-
tems generally result in higher accuracy than mas-
culine/feminine/neuter and common/neuter. The
interactions show that the negative effect of phylo-
genetic distance on accuracy is attenuated if both
languages in the pair have masculine/feminine or



Predictor Estimate | t(1894) | P value
PhyDis -0.00009 | -10.926 | < 0.001
m/f 0.12251 | 12.053 | < 0.001
m/f/n 0.06577 | 6.589 < 0.001
PhyDis:m/f 0.00003 | 4.104 < 0.001
PhyDis:m/f/n | 0.00004 | 4.679 < 0.001

Table 2: Summary of the regression model: Accuracy
as predicted by phylogenetic distance and gender sys-
tem type (m = masculine, f = feminine, n = neuter).

masculine/feminine/neuter gender systems.

4 Gender transfer at the word level

In this section, we perform a finer-grained analysis:
focus not on languages, but on individual nouns.
Our main question is if there are any patterns in the
distribution of errors. Is it random or are certain
classes of nouns systematically more difficult to
predict than others?

To obtain a single prediction for every noun from
the 10 random-seed runs, we pick the gender which
has the largest sum of confidence scores (softmax
activation values). This is virtually equivalent to
taking the gender that gets most votes across the
runs, but has an advantage of avoiding ties.

We test whether the following factors play a role:
how frequent a noun is, whether it is animate or
not and whether its form is equivalent to lemma
(citation form, baseform) or not.

It is reasonable to expect that embeddings of fre-
quent nouns will capture more useful information
and thus yield better accuracy. Note, however, that
very infrequent nouns (frequency <5) have already
been excluded from consideration, since for them
the embeddings are not available. We calculate fre-
quency of every noun form using the UD corpora.

Nouns denoting living beings, especially human
beings, can be expected to yield higher accuracy,
since for them the semantic motivation behind gen-
der assignment is often more transparent (based
on biological sex). That is not always the case
(cf. the already-mentioned German Mddchen ‘gitl’,
which is neuter), and the proportion of nouns where
grammatical gender is predicted by biological sex
is likely to vary across languages. Furthermore,
it is unknown to what extent the embeddings can
actually capture the relevant semantics. Nonethe-
less, at least in some cases sex can predict gender
(cf. French garcon ‘boy’ and fille ‘girl’, or Russian
kot ‘tomcat’ and koska ‘female cat’ that are resp.
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masculine and feminine). For nouns that do not
denote living things no such predictor is known.

As a proxy for “denoting a living thing” we use
the animacy category available in some UD tree-
banks for Slavic languages (Czech, Slovak, Polish,
Russian, Ukrainian, Slovenian and Croatian). In
Slavic, animacy is manifested on the grammatical
level, primarily through differential object marking
(Janda, forthcoming). Animacy annotation is also
available in the Hindi-PUD treebank, but that tree-
bank lacks lemmas, which makes it unsuitable for
our analysis; see below.

We extract animacy information in the follow-
ing way: we go through all treebanks available for
every language and calculate how often a form is
annotated as “animate” or “inanimate”. Polish has
more detailed annotation: animate human and ani-
mate non-human, we collapse these two categories
into “animate”. Note that Slavic animacy is a for-
mal feature that is not exactly isomorphic to living
vs. non-living distinction.

Finally, at least in some languages it is easier
to infer gender from the citation form (that is, the
form which is equivalent to lemma) than from in-
flected forms (see (Berdicevskis, forthcoming) for
an overview of Slavic languages). This presum-
ably happens because cues are more transparent
in the citation form. It can also be easier to learn
the cues for the citation form, which is often the
most frequent one. We test whether this tendency
is observed in our data. Alternatively, we could
have tested whether certain morphological features
(number: singular vs plural, case: nominative vs
oblique etc.) play arole, but the analysis we choose
is more universal: it can be applied to any language
without adjustments.

Other formal, semantic and historical properties
can potentially affect how easy it is to infer the
gender of a noun (e.g. whether a noun is a recent
borrowing or not), but there is no straightforward
way to reliably extract this information for all the
nouns in our datasets.

We run two logistic regression models. Both
include data only from those language pairs where
the target language is one of the seven Slavic lan-
guages with detailed animacy information: Czech,
Slovak, Polish, Russian, Ukrainian, Slovenian,
Croatian. In both models, the dependent variable is
whether a noun has its gender correctly predicted
by the classifier. In Model 1, the independent vari-
ables are frequency, animacy, citation form and



phylogenetic distance between source and target
languages. It is applied to all language pairs except
those where source language is Arabic or Hebrew
(since for them the distance cannot be estimated).
To the remaining pairs we apply Model 2, which
has only three independent variables: frequency,
animacy, citation form. The results are reported in
Table 3 and Table 4.

Predictor Estimate | z P value
Freq -0.004 -0.95 | 0.340
Inan -0.999 -13.4 | < 0.001
Non-cit -0.789 -10.4 | < 0.001
PhyDis -0.0004 | -24.4 | < 0.001
Freq:Inan 0.006 1.4 0.168
Freq:Non-cit 0.009 2.0 0.042
Inan:Non-cit -0.311 -39 | <0.001
Freq:PhyDis 1e-06 1.0 < 0.302
Inan:PhyDis 5.7e-05 | 3.0 < 0.003
Non-cit:PhyDis 6.9¢e-05 | 3.6 < 0.001
Freq:Inan:Non-cit -0.009 -2.1 | 0.034
Freq:Inan:PhyDis -1.7e-06 | -1.6 | 0.106
Freq:Non-cit:PhyDis -2.1e-06 | -1.9 | 0.059
Inan:Non-cit:PhyDis 6.5¢e-05 | 3.1 0.002
Freq:Inan:Non-cit:PhyDis | 2.4e-06 | 2.2 0.030

Table 3: Summary of Model 1: Correctness of the
guess as predicted by noun frequency, animacy (Anim
vs Inan), citation form (Cit vs Non-Cit) and phyloge-
netic distance (PhyDis).

Coefficient Estimate | z P value
Freq -0.003 -0.4 | 0.707
Inan -1.871 -14.0 | < 0.001
Non-cit -1.455 -10.7 | < 0.001
Freq:Inan 0.002 0.3 0.800
Freq:Non-cit 0.002 0.3 0.7744
Inan:Non-cit 0.852 6.0 < 0.001
Freq:Inan:Non-cit | -0.001 -0.1 | 0.897

Table 4: Summary of Model 2 (Arabic and Hebrew
as source languages): Correctness of the guess as pre-
dicted by noun frequency, animacy (Anim vs Inan) and
citation form (Cit vs Non-Cit).

Model 1 (Indo-European languages only) shows
that the prediction accuracy is significantly lower
for inanimate nouns than for animate nouns and
for inflected forms than for citation forms. The fol-
lowing predictors also have significant negative ef-
fects: the interaction of inanimacy and non-citation
form; the interaction of frequency, inanimacy and
non-citation form; phylogenetic distance between
source and target languages (the coefficient is small,
but it shows change per year, and the distance in
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our dataset vary from approx. 300 to 5000 years).
Interestingly, all other significant predictors (most
of which all are interactions of distance with other
predictors) are positive. It means that the negative
effects (for instance, those of inanimacy and non-
citation form) described above are smaller for less
related languages. The negative effect of inflected
forms is also smaller for more frequent nouns.

Model 2 (Afro-Asiatic languages as source)
shows similar results: inanimacy and non-citation
forms have significant and strong negative effect.
This similarity with Model 1 provides further ev-
idence in favor of the universal factors in gender
assignment. What is different, however, is that the
interaction of these two factors has a strong pos-
itive effect (that is, inflected forms of inanimate
nouns have higher accuracy than can be expected).

Finally, we perform one more test. Our results
indicate that gender systems are partly transfer-
able across non-related languages (see Section 3.1),
which suggests there are certain universalities in
gender assignment. We want to test whether these
universalities are limited to the aforementioned fact
that grammatical gender for living creatures closely
(even though not perfectly) matches biological sex.
To investigate that, we focus on those language
pairs where source language is Afro-Asiatic and
target language is one of those for which the ani-
macy information is available. From these pairs,
we exclude those treebanks where animacy is anno-
tated only for a small proportion of nouns (Slove-
nian and Croatian), and that leaves us with 10 pairs
(Arabic and Hebrew as source, Russian, Czech, Pol-
ish, Slovak and Ukrainian as target). We focus on
inanimate nouns only (thus eliminating any possi-
ble contribution of biological sex) and test whether
the classifier still performs above the chance base-
line. With only 10 datapoints, we cannot run a
reliable t-test. Instead, we perform 10 simulation
tests, running a naive classifier that guesses the
gender relying solely on the source-language prob-
abilities 10000 times for every language pair and
taking the proportion of cases when it achieves the
same accuracy as our classifier (or higher) as the
p-value. The p-value is O in all pairs apart from
four: Arabic — Czech: 0.009, Arabic — Polish:
0.718, Arabic — Slovak: 0.923, Hebrew — Polish:
0.003. In other words, in eight cases out of 10,
the classifier, applied only to inanimate nouns, still
performs significantly better than chance.



5 Conclusion

This study investigates how grammatical gender is
transferable across languages from a transfer learn-
ing point of view. The cross-lingual word embed-
dings are considered as the source of knowledge
shared between languages from which the gram-
matical gender of nouns are predicted using a multi-
layer perceptron. The empirical results reveals that
there exist some universal and lineage-specific pat-
terns in the grammatical gender assignment.

First, our analysis of gender transfer between
Afro-Asiatic and Indo-European languages indi-
cated that partly successful gender transfer is pos-
sible between non-related languages. This observa-
tion supports the existence of universal factors in
gender assignment. The accuracy of the classifier
is higher than the random baseline even when it is
tested on inanimate nouns only, which means that
the universal factors are not limited to biological
sex.

Second, our analysis of gender transfer between
Indo-European languages demonstrates that the
phylogenetic distance between languages has a neg-
ative effect on the success of the transfer, which
suggests that some factors of gender assignment
are not universal. These results match with the
literature by showing that gender assignment is a
mixture of universal and idiosyncratic factors.

Third, we also found that gender transfer does
not work in the same way for all nouns. The predic-
tion accuracy is significantly lower for inanimate
nouns than for animate nouns and for inflected
forms than for citation forms. This effect is found
when considering both family-internal and family-
external transfers, which provides further evidence
in favor of the universal factors in gender assign-
ment.

We would like to make a few caveats and sug-
gestions about the future development of the cur-
rent study. While we address the universality of
gender assignment cross-linguistically, our data is
restricted to languages from two families and our
word embeddings are trained on data from specific
domains. Additional data from a more diverse sam-
ple is needed to further confirm our observations.
Furthermore, we cannot fully exclude that the ob-
served similarities are an areal effect caused by
contact.

It should also be noted that we cannot identify
which universal factors enable the classifier to per-
form above the baseline. A more fine-grained word-
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level analysis would be required to find the possible
contributors to this. Linguistically, grammatical
gender is strongly tied to the semantic and for-
mal properties of nouns. Since the cross-lingual
word embeddings used in this study encode both
the formal and semantic information, we cannot
disentangle the relative contributions of form and
semantics to gender transfer.

Finally, it should be mentioned that an important
line of research in modern NLP focuses on gender
bias present in naturally occurring texts (Caliskan
et al., 2017; Gonen et al., 2019). The combina-
tion of these questions and approaches with our
perspective might become an interesting research
direction.

Supplementary materials, including raw data and
scripts for analysis are openly available.’
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