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Abstract

In general, the labels used in sequence label-
ing consist of different types of elements. For
example, IOB-format entity labels, such as
B-Person and I-Person, can be decom-
posed into span (B and I) and type information
(Person). However, while most sequence la-
beling models do not consider such label com-
ponents, the shared components across labels,
such as Person, can be beneficial for label
prediction. In this work, we propose to in-
tegrate label component information as em-
beddings into models. Through experiments
on English and Japanese fine-grained named
entity recognition, we demonstrate that the
proposed method improves performance, espe-
cially for instances with low-frequency labels.

1 Introduction

Sequence labeling is a problem in which a label
is assigned to each word in an input sentence. In
many label sets, each label consists of different
types of elements. For example, IOB-format en-
tity labels (Ramshaw and Marcus, 1995), such
as B-Person and I-Location, can be decom-
posed into span (e.g., B, I and O) and type informa-
tion (e.g., Person and Location). Also, mor-
phological feature tags (More et al., 2018), such as
Gender=Masc | Number=Sing, can be decom-
posed into gender, number and other information.
General sequence labeling models (Ma and
Hovy, 2016; Lample et al., 2016; Chiu and Nichols,
2016), however, do not consider such components.
Specifically, the probability that each word is as-
signed a label is computed on the basis of the inner
product between word representation and label em-
bedding (see Equation 2 in Section 2.1). Here,
the label embedding is associated with each label
and independently trained without considering its
components. This means that labels are treated as
mutually exclusive. In fact, labels often share some

components. Consider the labels B-Person and
I-Person. They share the component Person,
and injecting such component information into the
label embeddings can improve the generalization
performance.

Motivated by this, we propose a method that
shares and learns the embeddings of label compo-
nents (see details in Section 2.2). Specifically, we
first decompose each label into its components. We
then assign an embedding to each component and
summarize the embeddings of all the components
into one as a label embedding used in a model.
This component-level operation enables the model
to share information on the common components
across label embeddings.

To investigate the effectiveness of our method,
we take the task of fine-grained Named Entity
Recognition (NER) as a case study. Typically, in
this task, a large number of entity-type labels are
predefined in a hierarchical structure, and interme-
diate type labels can be used as label components,
as well as leaf type labels and B/I-labels. In this
sense, the fine-grained NER can be seen as a good
example of the potential applications of the pro-
posed method. Furthermore, some entity labels
occur more frequently than others. An interesting
question is whether our method of label component
sharing exhibits an improvement in recognizing en-
tities of infrequent labels. In our experiments, we
use the English and Japanese NER corpora with the
Extended Named Entity Hierarchy (Sekine et al.,
2002) including 200 entity tags. To sum up, our
main contributions are as follows: (i) we propose a
method that shares and learns label component em-
beddings, and (ii) through experiments on English
and Japanese fine-grained NER, we demonstrate
that the proposed method achieves better perfor-
mance than a standard sequence labeling model,
especially for instances with low-frequency labels.
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Figure 1: Overview of a standard sequence labelling
model. Each label (e.g., B-Park) is annotated as a
single unit, disregarding its inner structure (“B” and
“Park”).

2 Methods

2.1 Baseline model

We describe our baseline model in Figure 1. Given
an input sentence, the encoder converts each word
into its feature vector. Then, the inner product
between each feature vector and label embedding
is calculated for computing the label distribution.
Finally, the IOB2-format label (Ramshaw and Mar-
cus, 1995) with the highest probability is assigned
to each token. The label B-Park, indicating the
leftmost token of some entity, is assigned to F§
(South), and I-Park, indicating the token inside
some entity, is assigned to 23 (Park). The label
0, indicating the token outside entities, is assigned
to (Z (to) and 17 < (go).

Formally, for each word x; in the input sentence

X = (x1,x9,...,2,), the model outputs the label
y; with the highest probability:
yi = arg maxP(y\xi,X), (1)
yeY

where ) is a label set defined in each data set. The
probability distribution is calculated as
Wiyl - f(x;, X
Pyl X) = o2V L@ X))
> exp(Wy/] - £ (i, X))
y' ey

where W € RYI*P is a weight matrix for the label
set . Each row of this matrix is associated with

!'D is the number of dimensions of each weight vector.
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Figure 2: Label embedding calculation. Each label em-
bedding is calculated from its component embeddings.

each label y € Y, and W|y| represents the y-th
row vector. f(z, X) represents the vector encoded
by a neural-network-based encoder.

2.2 Embeddings of label components

We propose to integrate label component informa-
tion as embeddings into models. This procedure
consists of two steps: (i) label decomposition and
(ii) label embedding calculation.

Label decomposition We first decompose each
label into its components. Each label consists of
multiple types of components. Consider the follow-
ing example.

B-Park = {B,Park}

The labels defined in a general entity tag set con-
sist of the IOB (e.g., B) and entity (e.g., Park)
component types. Consider another example.

B-Facility/GOE/Park =
{B,Facility,GOE,Park}

The labels defined in the Extended Named Entity
tag set (Sekine et al., 2002) consist of the four
component types: IOB (e.g., B), top layer of the en-
tity tag hierarchy (e.g., Facility), second layer
(e.g., GOE) the third layer (e.g., Park). In this way,
we can regard each label as a set of components
(type—value pairs).

Formally, K components of each label y will
be denoted by C¥ = {c}& |, where ¢ is the
index associated with the value of each compo-
nent type k. The above two examples are repre-
sented as CY=PFark = {¢; = B,cy = Park}
and CY=B-Facility/GOE/Park _ {Cl = B,cy =
Facility,c3 = GOE,cqy = Park}. This for-
malization is applicable to arbitrary label sets
whose label consists of type-value components.



Label embedding calculation We then assign
an embedding (i.e., trainable vector representation)
to each label component and combining the em-
beddings of all the components within a label into
one label embedding. In this study, we investigate
two types of typical summarizing techniques: (a)
summation and (b) concatenation.

(a) Summation The embedding of each label,
W]y, is calculated by summing the embeddings
of its components:

Wiyl = > W 3)

cL€CY

Here, W¥ is an embedding matrix for each com-
ponent type k, and W¥[c;] denotes the cg-th row
vector. Figure 2 illustrates this calculation process.
The label B-Facility/GOE/Park consists of
four components (i.e., B, Facility, GOE and
Park), each ¢ value of which is associated with a
row vector of each matrix W,

(b) Concatenation The embedding of each label,
W]y, is calculated by concatenating the embed-
dings of its components:

Wy] = [Wlei,. .. ,WK[CKH. 4

Here, similarly to W* is an embedding matrix
for each component type k Equation 3. Unlike
Equation 3, the label component embeddings are
concatenated into one embedding. Compared
with the summation, one disadvantage of the
concatenation is memory efficiency: the number
of dimensions of the label embeddings increases
according to the number of label components K.

Our label embedding calculation enables models
to share the embeddings of label components com-
monly shared across labels. For example, the em-
beddings of both B-Facility/GOE/Park and
B-Facility/GOE/School are calculated by
adding the embeddings of the shared components
(i.e., B, Facility and GOE). Equations 3 and 4
can be regarded as a general form of the hierar-
chical label matrix proposed by Shimaoka et al.
(2017) because our method can treat not only hier-
archical structures but also any type of type—value
set, such as morphological feature labels (e.g.
Gender=Masc | Number=Sing).

3 Experiments

3.1 Settings

Dataset We use the Extended Named Entity Cor-
pus for English?> and Japanese.> fine-grained
NER (Mai et al., 2018) In this dataset, each NE
is assigned one of 200 entity labels defined in the
Extended Named Entity Hierarchy (Sekine et al.,
2002). For the English dataset, we follow the train-
ing/development/test split defined by Mai et al.
(2018). For the Japanese dataset, we follow the
training/development/test split of Universal Depen-
dencies (UD) Japanese-BCCW/J. (Asahara et al.,
2018)* Table 1 shows the statistics of the dataset.

Data statistics There is a gap between the fre-
quencies, i.e., how many times each label appears
in the training set. We categorize each label into
three classes on the basis of its frequency, shown
in Table 2. For example, if a label appears 0—100
times in the training set, it is categorized into the
“Low” class. Moreover, we denote how many times
entities with the labels belonging to each frequency
class appear in the development or test set. To bet-
ter understand the model behavior, we investigate
the performance of each frequency class.

Model setup As the encoder f(x, X) in Equa-
tion 2 in Section 2.1, we use BERT? (Devlin et al.,
2019), which is a state-of-the-art language model.®
As the baseline model, we use the general label
embedding matrix without considering label com-
ponents, i.e., each label embedding W y| in Equa-
tion 2 is randomly initialized and independently
learned. In contrast, our proposed model calculates
the label embedding matrix from label components
(Equations 3 and 4). The only difference between
these models is the label embedding matrix, so if
a performance gap between them is observed, it
stems from this point.

Hyperparameters The overall settings of hy-
perparameters are the same between the base-
line and the proposed model. For English, we
use the BERT pre-trained on BooksCorpus and
English Wikipedia (Devlin et al., 2019). For
Japanese, we use the BERT pre-trained on Japanese

2We e-mailed the authors of (Mai et al., 2018) and received
the English dataset.

*https://www.gsk.or.jp/catalog/
gsk2014-a/

“https://github.com/
UniversalDependencies/UD_Japanese-BCCWJ

>We use the open-source NER model utilizing BERT:
https://github.com/kamalkraj/BERT-NER.

®The state of the art model on the Extended Named Entity
Corpus is the LSTM + CNN + CRF model that uses dictionary
information (Mai et al., 2018)

224


https://www.gsk.or.jp/catalog/gsk2014-a/
https://www.gsk.or.jp/catalog/gsk2014-a/
https://github.com/UniversalDependencies/UD_Japanese-BCCWJ
https://github.com/UniversalDependencies/UD_Japanese-BCCWJ
https://github.com/kamalkraj/BERT-NER

English Japanese
Dataset
# of Sentences # of Entities # of Sentences # of Entities
train 14176 27686 34784 72318
dev 1573 3032 7009 11954
test 3942 7682 6783 11669

Table 1: Statistics of the datasets.

English
Dev  Test Dev Test

Frequency Classes Japanese

Low (0~100) 1125 2798 666 619
Middle  (101~500) 1224 3128 2,875 2,531
High (501~) 683 1756 8,413 8,519

Table 2: Details of frequency classes.

Wikipedia (Shibata et al., 2019). We fine-tune
them on the Extended NER corpus for solving fine-
grained NER. We set the training epochs to 20 in
fine-tuning. Both the baseline and the proposed
models are trained to minimize cross-entropy loss
during training. We set a batch size of 32 and a
learning rate of 5.0 x 10~ using Adam (Kingma
and Ba, 2015) for the optimizer. We choose the
dropout rate from among {0.1,0.3,0.5} on the ba-
sis of the F; scores in each development set.” We
set the number of dimensions of the hidden states
in BERT. In the baseline model, we set the num-
ber of dimensions of the label embedding W in
Equation 2 to 768. In the proposed models, we
also use the same dimension size 768 for W in
Equations 3 and 4.

3.2 Results

We report averaged F; scores across five different
runs of the model training with random seeds. Ta-
ble 3 shows Fy scores for overall classes and each
label frequency class on each test set.

Overall performance For the overall labels,
the proposed models (PROPOSED:SUM and PRO-
POSED:CONCAT) outperformed the baseline model
on English and Japanese datasets. These results
suggest the effectiveness of our proposed method
for calculating the label embeddings from label
components.

"In our experiments, we found that the models trained with
the dropout rate of 0.1 achieved the best performance on each
development set.
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Performance for each frequency class For all
the label frequency classes, the proposed model
with summation (PROPOSED:SUM) yielded the
best results among the three models. In particu-
lar, for low-frequency labels, the proposed model
with summation (PROPOSED:SUM) achieved a re-
markable improvement of F; compared with the
baseline model. Also, the proposed model with
concatenation (PROPOSED:CONCAT) achieved an
improvement of F;. These results suggest that
exploiting label embeddings of the components
shared across labels improves the generalization
performance, especially for low-frequency labels.

3.3 Analysis

Recall that the entity tag set used in the datasets
has a hierarchical structure. This means that la-
bel components at higher layers appear more fre-
quently than those at lower layers and are shared
across many labels. As shown in Table 3, the pro-
posed models achieve performance improvements
for low-frequency labels. Here, we can expect
that the embeddings of high-frequency shared la-
bel components help the model correctly predict
the low-frequency labels. To verify this hypothe-
sis, we compare between F; scores of the baseline
and proposed models, shown in Table 4. Here,
the targets to investigate are the three-layered, low-
frequency labels® that have a high-frequency, sec-
ond layer component.” As shown in Table 4, the
PROPOSED:SUM model outperformed the base-
line model. This indicates that for predicting low-
frequency labels, it is effective for the model to
use shared components. On the other hand, the
PROPOSED:CONCAT model underperformed the
baseline model. One possible reason is that the
model obtains less information by concatenating
label embeddings than by summing them.

8We exclude the labels that consist of only two layers, such
as Timex/Date.

°In this paper, we also regard the second-layer components
appearing over 100 times in the training set as high-frequency.



Low Middle High Overall
English
BASELINE 79.83+0.27 80.29+0.46 90.82%+0.32 84.99+0.27
PROPOSED:SUM 81.15£0.24 80.99+0.27 90.87+0.26 85.67+0.13
PROPOSED:CONCAT 80.40+0.38 80.31+0.28 90.75+0.23 85.20%0.16
Japanese
BASELINE 44.39+£0.29 51.73+0.50 70.82%+0.32 68.06%0.27
PROPOSED:SUM 45.34+091 51.93+0.66 71.04£0.49 68.34+0.41
PROPOSED:CONCAT 44.76%x1.12 51.45+0.40 70.52+0.29 67.77+0.23

Table 3: Comparison between the baseline and proposed models. Cells show the F; scores and standard deviations

on each test set.

English

76.58+0.26 49.66+0.68
77.76£0.30 50.05£1.19
76.77£0.71 49.31£1.12

Japanese

Baseline
Proposed:Sum
Proposed:Concat

Table 4: Comparison between the baseline and the pro-
posed models in the Low frequency class.

3.4 Visualization of label embedding spaces

To better understand the label embeddings cre-
ated from the label components by our proposed
method, we visualize the learned label embeddings.
Specifically, we hypothesize that the embeddings
of the labels sharing label components are close
to each other and form clusters in the embedding
space if they successfully encode the shared label
component information. To verify this hypothesis,
we use the t-SNE algorithm (van der Maaten and
Hinton, 2008) to map the label embeddings learned
by the baseline and proposed models onto the two-
dimensional space, shown in Figure 3. As we
expected, some clusters were formed in the label
embedding space learned by the proposed model,
shown in Figure 3b, while there is no distinct clus-
ter in the one learned by the baseline, shown in Fig-
ure 3a. By looking at them in detail, we obtained
two findings. First, in the embedding space learned
by the proposed model, we found that two distinct
clusters were formed corresponding to the two span
labels (i.e. B and I). Second, the labels that have
the same top layer label (represented in the same
color) also formed some smaller clusters within
the B and I-label clusters. For example, Figure 3c
shows the Product cluster whose members are
the labels sharing the top layer label Product.

From these figures, we could confirm that the em-
beddings of the labels sharing label components
(span and upper-layer type labels) form the clusters.

4 Related work

Sequence labeling has been widely studied and ap-
plied to many tasks, such as Chunking (Ramshaw
and Marcus, 1995; Hashimoto et al., 2017), NER
(Ma and Hovy, 2016; Chiu and Nichols, 2016)
and Semantic Role Labeling (SRL) (Zhou and Xu,
2015; He et al., 2017). In English fine-grained
entity recognition, Ling and Weld (2012) created
a standard fine-grained entity typing dataset with
multi-class, multi-label annotations. Ringland
et al. (2019) developed a dataset for nested NER
dataset. These datasets independently handle each
label without considering label components. In
Japanese NER, Misawa et al. (2017) combined
word and character information to improve per-
formance. Mai et al. (2018) reported that dictio-
nary information improves the performance of fine-
grained NER. Their methods do not consider label
components and are orthogonal to our method.
Some existing studies take shared components
(or information) across labels into account. In En-
tity Typing, Ma et al. (2016) and Shimaoka et al.
(2017) proposed to calculate entity label embed-
dings by considering a label hierarchical structure.
While their method is limited to only a hierarchi-
cal structure, our method can be applied to any set
of components and can be regarded as a general
form of their method. In multi-label classification,
Zhong et al. (2018) assumed that the labels co-
occurring in many instances are correlated with
each other and share some common features, and
proposed a method that learns a feature (label em-
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Figure 3: Visualization of the label embedding space. The same color represents the labels that have the same

hierarchical top layer label.

bedding) space where such co-occurring labels are
close to each other. The work of Matsubayashi et al.
(2009) is the closest to ours in terms of decompos-
ing the features of labels. They regard an original
label comprising a mixture of components as a set
of multiple labels and made models that are able
to exploit the multiple components to effectively
learn in the SRL task.

5 Conclusion

We proposed a method that shares and learns the
embeddings of label components. Through experi-
ments on English and Japanese fine-grained NER,
we demonstrated that our proposed method im-
proves the performance, especially for instances
with low-frequency labels. For future work, we
envision to apply our method to other tasks and
datasets and investigate the effectiveness. Also, we
plan to extend the simple label embedding calcula-
tion methods to more sophisticated ones.
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A Appendices
A.1 Additional results

Top Second Third
English
BASELINE 90.01£0.27 86.69+0.32 83.22+0.28
PROPOSED:SUM 90.53+0.06 87.53+0.11 83.87+0.20
PROPOSED:CONCAT 90.28+0.09 87.04+0.13 83.18+0.30
Japanese
BASELINE 72.68+0.20 66.22+0.36 66.84+0.34
PROPOSED:SUM 73.13+0.43  66.37+0.42 67.00+0.59
PROPOSED:CONCAT 72.50%£0.30 66.19+0.24 66.42+0.49

Table 5: Comparison between the baseline and pro-
posed models for the labels at each hierarchical layer.

English Japanese
BASELINE 96.32+0.10 84.74+0.18
PROPOSED:SUM 96.31+0.11 85.01+0.15

PROPOSED:CONCAT 96.27+0.07 84.83%0.11

Table 6: Comparison between the baseline and the pro-
posed models in span (only considering B, I labels).

Performance for each hierarchical category
Table 5 shows F; scores for each hierarchical
category. The proposed model with summation
(PROPOSED:SUM) outperformed the other models
in all the hierarchical categories. For the labels
at the top layer, in particular, PROPOSED:SUM
achieved an improvement of the F; scores by a
large margin on the Japanese dataset.

Performance for entity span boundary match
Table 6 shows F; scores for entity span boundary
match, where we regard a predicted boundary (i.e.,
B and I) as correct if it matches the gold annota-
tion regardless of its entity type label. The per-
formance of the proposed models was comparable
to the baseline model. This indicates that there is
a performance difference not in identification of
entity spans (entity detection) but in identification
of entity types (entity typing).

A.2 Case study

We observe actual examples predicted by the pro-
posed model with summation, shown in Table 7.
In Example (a) and (b), Both models succeeded
to recognize the entity span. However, only the
proposed model also correctly predicted the type
label. Note that the entities Location/Spa and
Natural Object/Living_Thing/Living

229

N R RO - - -
(The birthplace of Gero Spa ... )
ENTITY T & (Gero)

GOLD B-Location/Spa

BASELINE B-Facility/Facility Other I-Facility/Facility Other
PROPOSED:SUM  B-Location/Spa

Example (a)

5% (Spa)

I-Location/Spa

I-Location/Spa

Example (b) - where clavaviridae derives from .

ENTITY clavaviridae

GoLD B-Natural Object/Living.-Thing/Living Thing.Other
BASELINE B-Location/Astral Body/Constellation
PROPOSED:SUM  B-Natural Object/Living.Thing/Living-Thing.Other

Example (c) e HBHVYWHOO Y - - -
(... the pale sunlight ... )

ENTITY HBE (pale)

GoLD B-Color/Color.Other

BASELINE o

PROPOSED:SUM  B-Color/Nature_Color

Table 7: Examples of both model outputs in fine-
grained NER.

_Thing_Other appear rarely, but rather to the
extent of the top layer components Location
and Natural_Object that appear frequently in
the training set. Therefore, these examples suggest
that the proposed model effectively exploits shared
information of label components, especially in
terms of the hierarchical layer.

Although, we found that the proposed model
predicts partially correct labels even though
it is not totally correct in some cases. In
Example (c), ®» B H \» (pale) is catego-
rized into Color/Color_Other, the pro-
posed model also predicted the wrong label
Color/Nature_Color. However, interestingly,
the proposed model correctly recognized the top
layer of the type label as Color, which is in con-
trast to the completely wrong prediction of the base-
line model.



