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Abstract
In this paper, we study machine reading com-
prehension (MRC) on long texts, where a
model takes as inputs a lengthy document and
a question and then extracts a text span from
the document as an answer. State-of-the-art
models tend to use a pretrained transformer
model (e.g., BERT) to encode the joint con-
textual information of document and question.
However, these transformer-based models can
only take a fixed-length (e.g., 512) text as its
input. To deal with even longer text inputs,
previous approaches usually chunk them into
equally-spaced segments and predict answers
based on each segment independently without
considering the information from other seg-
ments. As a result, they may form segments
that fail to cover the correct answer span or
retain insufficient contexts around it, which
significantly degrades the performance. More-
over, they are less capable of answering ques-
tions that need cross-segment information.

We propose to let a model learn to chunk in
a more flexible way via reinforcement learn-
ing: a model can decide the next segment that
it wants to process in either direction. We also
employ recurrent mechanisms to enable infor-
mation to flow across segments. Experiments
on three MRC datasets – CoQA, QuAC, and
TriviaQA – demonstrate the effectiveness of
our proposed recurrent chunking mechanisms:
we can obtain segments that are more likely to
contain complete answers and at the same time
provide sufficient contexts around the ground
truth answers for better predictions.

1 Introduction

Teaching machines to read, process, and compre-
hend natural language is a coveted goal of ma-
chine reading comprehension (MRC) problems
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(Hermann et al., 2015; Hill et al., 2016; Rajpurkar
et al., 2016; Trischler et al., 2017; Zhang et al.,
2018; Kočiskỳ et al., 2018). Many existing MRC
datasets have a similar task definition: given a doc-
ument and a question, the goal is to extract a span
from the document (in most cases) or instead gen-
erate an abstractive answer to answer the question.

There is a growing trend of building MRC read-
ers (Hu et al., 2019; Xu et al., 2019; Yang et al.,
2019a; Keskar et al., 2019) based on pre-trained
language models (Baker et al., 2019; Yang et al.,
2019b), such as GPT (Radford et al., 2018) and
BERT (Devlin et al., 2019). These models typi-
cally consist of a stack of transformer layers that
only allow fixed-length (e.g., 512) inputs. However,
it is often the case that input sequences exceed the
length constraint, e.g., documents in the TriviaQA
dataset (Joshi et al., 2017) contain 2,622 tokens on
average. Some conversational MRC datasets such
as CoQA (Reddy et al., 2018) and QuAC (Choi
et al., 2018) often go beyond the length limit as
we may need to incorporate previous questions as
well as relatively long documents into the input to
answer the current question.

To deal with long text inputs, a commonly used
approach firstly chunks the input text into equally-
spaced segments, secondly predicts the answer for
each individual segment, and finally ensembles
the answers from multiple segments (Devlin et al.,
2019). However, there are two major limitations
of this approach: first, a predetermined large stride
size for chunking may result in incomplete answers,
and we observe that models are more likely to fail
when the answer is near the boundaries of a seg-
ment, compared to the cases when an answer is in
the center of a segment surrounded by richer con-
text (Figure 1); second, we empirically observe that
chunking with a smaller stride size contributes little
to (sometimes even hurts) the model performance.
A possible explanation is that predicting answer
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for each segment independently may cause incom-
parable answer scores across segments. A similar
phenomenon is also observed in open-domain ques-
tion answering tasks (Clark and Gardner, 2017).

Considering the limitations mentioned above, we
propose recurrent chunking mechanisms (RCM)
on top of the transformer-based models for MRC
tasks. There are two main characteristics of RCM.
First, it could let the machine reader learn how to
choose the stride size intelligently when reading a
lengthy document via reinforcement learning, so it
helps prevent extracting incomplete answers from
a segment and retain sufficient contexts around the
answer. Second, we apply recurrent mechanisms
to allow the information to flow across segments.
As a result, the model can have access to the global
contextual information beyond the current segment.

Figure 1: The influence of the distance between the
center of the answer span and the center of the seg-
ment. The test performance (in F1 score) is evaluated
on CoQA using a BERT-Large reader. The best per-
formance is achieved when the chunk center coincides
with the answer span center. Within the distance of±80
(in tokens), while 99% answers are completely covered,
the performance degrades as the segment center moves
away from the answer center, and the segment contains
fewer relevant contexts. When the distance reaches 96,
more than half of the predicted spans are incomplete.

In the experiments, we evaluate the proposed
RCM1 on three MRC datasets: CoQA, QuAC, and
TriviaQA. Experimental results demonstrate that
RCM leads to consistent performance gains on
these benchmarks. Furthermore, it also generates
segments that are more likely to cover the entire
answer spans and provide richer contextual infor-
mation around the ground truth answers.

1The code is available at https://github.com/
HongyuGong/RCM-Question-Answering.git.

The primary contributions of this work are:

• We propose a chunking mechanism for ma-
chine reading comprehension to let a model
learn to chunk lengthy documents in a more
flexible way via reinforcement learning.

• We also apply recurrence to allow information
transfer between segments so that the model
can have knowledge beyond the current seg-
ment when selecting answers.

• We have performed extensive experiments
on three machine reading comprehension
datasets: CoQA, QuAC, and TriviaQA. Our
approach outperforms two state-of-the-art
BERT-based models on different datasets.

2 Method

The proposed recurrent chunking mechanisms
(RCM) are built upon the pre-trained BERT models.
We will briefly introduce the basic model in Sec-
tion 2.1, and then the RCM approach in Section 2.2
and 2.3. More details of our model in training and
testing are presented in Sections 2.4 and 2.5.

2.1 Baseline Model

Pre-trained BERT model has been shown to achieve
new state-of-the-art performance on many MRC
datasets (Devlin et al., 2019). Here, we introduce
this basic BERT model, which is used as our base-
line. As the maximum input length in BERT is
restricted to be 512, a widely adopted strategy is to
chunk a long document into multiple segments with
a fixed stride size (i.e., 128). Following the input
format of BERT, the input for each document seg-
ment starts with “CLS” token, which is followed
by question tokens “Q” and document segment to-
kens. We use “SEP” token as a separator between
the question and the segment. We also append a
special “UNK” token at the end of the segment to
handle unanswerable questions. If a given question
is annotated as unanswerable, we mark the “UNK”
token as the ground truth answer during training.
Accordingly in evaluation, if “UNK” token is se-
lected by the model from the input segment, we
output the answer as “unanswerable”.
Answer Extraction. Following previous work on
extractive machine reading comprehension, we pre-
dict the start and the end positions of the answer
span in the given document segment. BERT first
generates a vector representation hc,i for each i-th

https://github.com/HongyuGong/RCM-Question-Answering.git
https://github.com/HongyuGong/RCM-Question-Answering.git
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Figure 2: BERT generates representations for each input sequence, and recurrence accumulates information over
segments. Based on these representations, the answer extractor extracts answers from the current segment, and the
policy network takes chunking action and moves to the next segment. Chunking scorer scores each segment by
estimating its likelihood of containing an answer and selects answers among predictions from multiple segments.

token in the c-th segment. Given hc,i, the model
scores each token in terms of its likelihood of being
the start token of the answer span.

lstart
c,i = wT

s hc,i, (1)

where ws is the model parameter. The probabil-
ity pstart

c,i that the answer starts at the i-th token is
computed by applying the softmax to lstart

c,i .

pstart
c,i = softmax(lstart

c,i ) (2)

Likewise, the model scores how likely the answer
ends at the j-th token in segment c using

lend
c,j = wT

e hc,j , (3)

where we is the model parameter. The probability
of the j-th token being the end of the answer (de-
noted as pend

c,j ) is calculated in a similar manner as
Eq. (2).
Answer Ensemble. The baseline model adopts a
max-pooling approach to ensemble candidate an-
swers from multiple segments. The answer with
the highest probability is selected.

2.2 Recurrent Mechanisms
The baseline model makes the answer prediction
for each document segment independently, which
may cause incomparable answer scores across seg-
ments due to the lack of document-level informa-
tion. We propose to use a recurrent layer to propa-
gate the information across different segments and
a chunking scorer model to estimate the probability
that a segment contains the answer.

For an input sequence containing the segment
c, BERT’s representation for its first token “CLS”
is taken as the local representation vc of the seg-
ment. The segment representation is further en-
riched with the representations of previously gen-
erated segments via recurrence. We denote the
enriched segment representation as ṽc:

ṽc = f(vc, ṽc−1), (4)

where f(·) is the recurrent function. We consider
two recurrent mechanisms here: gated recurrence
and Long Short Term Memory (LSTM) (Hochreiter
and Schmidhuber, 1997) recurrence.

Gated recurrence is simply a weighted sum of
its inputs:

fgated(vc, ṽc−1) = αvc + βṽc−1, (5)

where α and β are coefficients depending on the
inputs. We have α, β = softmax(wT

r [vc, ṽc−1]),
where wr is a model parameter.

The LSTM recurrence, which uses LSTM unit
as the recurrence function, takes vc as the current
input and ṽc−1 as the previous hidden state.

fLSTM(vc, ṽc−1) = LSTM(vc, ṽc−1). (6)

Chunking Scorer. Given the enriched segment
representation ṽc as input, the chunking scorer pro-
duces an scalar qc by:

qc = σ(Wcṽc + bc), (7)

where Wc and bc are model parameters, and σ(·)
is the sigmoid function. The scalar qc is an estima-
tion of the probability that an answer is included in
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segment c. Then, the chunking scorer uses qc to fur-
ther refine the likelihood of the candidate answers
from different segments (see Sections 2.4 and 2.5
for more details on this part of chunking scorer).

2.3 Learning to Chunk

The baseline approach divides a long document into
multiple segments with a fixed stride size, from left
to right. We will present an approach that could
allow the model to choose the stride size flexibly by
itself when reading the document. Our motivation,
as mentioned in Section 1, is to prevent the answer
span from being too close to the segment boundary
and covering incomplete answers.

We formulate the problem of learning-to-chunk
under the framework of reinforcement learning. We
define the state s of the model to be the segments
that a model has processed up to the current seg-
ment c, i.e., s = {1, 2, . . . , c}. The action a is
the stride size and direction (forward or backward)
the model chooses to move to the next document
segment. We define the action space A as a set
of strides, e.g., A = {−16, 16, 32}, where 32 indi-
cates moving forward with stride size 32 and −16
indicates moving backward with stride size 16. In
this work, we represent the state swith the enriched
segment representation ṽc.
Chunking Policy. The chunking policy gives the
probability pact(a | s) of taking an action a at the
current state s, which is modeled by a one-layer
feedforward neural network:

pact(a | s) = softmax(Waṽc + ba), (8)

where Wa and ba are trainable parameters.
Fig. 2 gives an overview of the proposed recur-

rent chunking mechanisms built upon the BERT
model: the chunking policy network takes the en-
riched segment representation as the input to gen-
erate the chunking action, which decides the next
segment to be processed.

2.4 Training

In the training phase of the recurrent chunking
mechanisms, the stride actions of moving to the
next segment are sampled according to the prob-
ability given by the chunking policy (Sutton and
Barto, 2018). Our model generates a sequence of
document segments for each question. We train
the answer extractor and chunking scorer network
with supervised learning, and we train the chunking
policy network via reinforcement learning.

Supervised Learning for Answer Extraction.
Just as the baseline model, we train the answer
extraction network via supervised learning. Given
a question, the answer extractor classifies whether
a word from a document segment is the start or
the end of the answer. The cross-entropy loss can
be computed given the ground-truth answer and
the predictions of the answer extractor. Suppose
that the i∗-th and j∗-th tokens are the answer start
and end, respectively. The training objective to
minimize the following cross-entropy loss, Lans:

Lans = −
∑
c

log pstart
c,i∗ −

∑
c

log pend
c,j∗, (9)

Supervised Learning for Chunking Scorer. A
binary variable yc indicates whether the segment
c contains an answer or not. Chunking scorer esti-
mates the probability qc that the segment contains
an answer. Similarly, the chunking scorer network
can be trained in a supervised manner by minimiz-
ing the cross-entropy loss, Lcs:

Lcs = −
∑
c

yc log qc −
∑
c

(1− yc) log(1− qc),

(10)

where the chunking score qc is given in Eq. (7).
Reinforcement Learning for Chunking Policy.
Since the selection of the stride actions is a sequen-
tial decision-making process, it is natural to train
the chunking policy via reinforcement learning.

First of all, the accumulated reward for taking
action a at state s is denoted as R(s, a), which is
derived in a recursive manner:

R(s, a) = qcrc + (1− qc)R(s′, a′), (11)

where qc is the probability that segment c contains
an answer as given in Eq. (7), and (s′, a′) denotes
the next state-action pair. The value of rc indi-
cates the probability of the correct answer being
extracted from the current segment c. The mathe-
matical definition of rc is given as:

rc =

{
pstart
c,i∗ · pend

c,j∗ , if answer included,

0, else.
(12)

The first term in Eq. (11) is the reward of the
answer being correctly extracted from the current
segment. The answer is included in the current
segment c with probability qc, and thus the first
term is weighted by qc in reward R(s, a). The
second term in Eq. (11) indicates that R(s, a) also
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Dataset Train Validation
Question # Avg tokens # Max token # Question # Avg tokens # Max token #

CoQA 108,647 352 1,323 7,983 341 1,037
QuAC 83,568 516 2,310 7,354 576 2,146

TriviaQA (wiki) 61,888 2,622 5,839 7,993 2,630 6,690

Table 1: Statistics of the CoQA, QuAC and TriviaQA datasets. We report the number of sub-tokens generated by
the BERT tokenizer.

relies on the accumulated reward R(s′, a′) of the
next state when the answer is not available in the
current segment.

The chunking policy network can be trained by
maximizing the expected accumulated reward (as
shown in Eq. (13)) through the policy gradient algo-
rithm (Williams, 1992; Sutton et al., 2000; Gong
et al., 2019).

J = Epact(a | s)[R(s, a)]. (13)

To be consistent with the notations in answer
extraction and chunking scorer modules, we denote
the loss function of chunking policy as Lcp, which
is the negative expected accumulated reward J in
Eq. (13): Lcp = −J . Thus, the stochastic gradient
of Lcp over a mini-batch of data B is given by:

∇Lcp = −
∑

(s,a)∈B

∇ log pact(a | s)R(s, a), (14)

where pact(a | s) is the chunking policy in Eq. (8).
Training procedure. The overall training loss L
is an sum of all three losses: L = Lans +Lcs +Lcp.
In addition, we initialize the bottom representation
layers with a pre-trained BERT model and initial-
ize other model parameters randomly. We use the
Adam optimizer with peak learning rate 3× 10−5

and a linear warming-up schedule.

2.5 Testing
In the testing phase, the model starts from the be-
ginning of the document as its first segment. Later
on in state s, the model takes the best stride action
a∗ according to the chunking policy:

a∗ = argmax
a∈A

pact(a | s) (15)

After the stride action a∗ is taken, a new segment
is taken from the given document, and so on untill
the maximum number of segments C is reached.
Now for a document segment c, we score its can-
didate answer spanning from the i-th to the j-th
token by pA

i,j,c:

pA
i,j,c = pstart

c,i · pend
c,j · qc. (16)

The best answer span (̄i, j̄) across multiple seg-
ments can be obtained by selecting the one with
the highest score pA

i,j,c.

ī, j̄ = argmax
i≤j,1≤c≤C

pA
i,j,c, (17)

where dynamic programming is used to find (̄i, j̄)
efficiently in linear time.

3 Experiment

3.1 Datasets
We use three MRC datasets, CoQA (Reddy et al.,
2018), QuAC (Choi et al., 2018) and TriviaQA
(Joshi et al., 2017)) in our experiments.
(1) CoQA. Answers in the CoQA dataset can be ab-
stractive texts written by annotators. It is reported
that an extractive MRC approach can achieve an
upper bound as high as 97.8% in F1 score (Yatskar,
2019). Therefore, We preprocess the CoQA train-
ing data and select a text span from the document
as the extractive answer that achieves the highest
F1 score compared with the given ground truth.
(2) QuAC. All the answers in the QuAC dataset
are text spans, which are highlighted by annotators
in the given document.
(3) TriviaQA. TriviaQA is a large-scale MRC
dataset, containing data from Wikipedia and Web
domains. We use its Wikipedia subset in this work.
It is reported to be challenging in its variability
between questions and documents as well as its
requirement of cross-sentence reasoning. Docu-
ments in TriviaQA contain more than 2,000 words
on average, which is suitable for evaluating the
capability of a model to deal with long documents.

The dataset statistics are summarized in Table 1,
including the data sizes, the average and maximum
number of sub-tokens in documents.

3.2 Baselines and Evaluation Metric
Baselines. We have two strong baselines based on
the pre-trained BERT, which has achieved state-of-
the-art performance in a wide range of NLP tasks
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Dataset CoQA QuAC
Max sequence length 192 256 384 512 192 256 384 512
BERT-Large (Devlin et al., 2019) 72.8 76.2 81.0 81.4 34.5 50.6 56.7 61.5
Sent-Selector (with previous questions) 54.5 63.8 75.3 79.4 33.9 38.8 47.6 55.4
Sent-Selector (only current questions) 57.5 66.5 76.5 79.5 34.3 39.1 47.6 56.4
BERT-RCM
- Gated recurrence (no RL chunking) 74.5 78.6 81.0 81.4 48.8 51.4 56.2 61.4
- Gated recurrence 76.0 79.2 81.3 81.8 51.6 55.2 59.9 62.0
- LSTM recurrence (no RL chunking) 74.1 78.5 81.0 81.3 49.2 51.5 56.4 61.6
- LSTM recurrence 75.4 79.5 81.3 81.8 53.9 55.6 60.4 61.8

Table 2: Comparison of F1 scores (%) achieved by different algorithms.

including machine reading comprehension.
(1) BERT-LARGE MODEL. It achieves competi-
tive performance on extractive MRC tasks such as
SQuAD (Rajpurkar et al., 2016, 2018). It adopts a
simple sliding window chunking policy – moving
to the next document segment with a fixed stride
size from left to right. We also analyze the per-
formance of the Large BERT model with different
stride sizes in training and testing (see Section 4.1
for details). The best performance is obtained by
setting stride size as 64 in CoQA and QuAC, and
128 in TriviaQA.

(2) SENTENCE SELECTOR. Given a question, the
sentence selector chooses a subset of sentences that
are likely to contain an answer. The selected sen-
tences are then concatenated and fed to the BERT-
Large model for answer extraction. For conversa-
tional datasets CoQA and QuAC, since a question
is correlated with its previous questions within the
same conversation, we apply the sentence selector
to select sentences based on the current question
alone or the concatenation of the previous questions
and the current question. We only use the current
question as the input to the sentence selector for
TriviaQA, which does not involve any conversa-
tional history. The sentence selector we used in
experiments is released by Htut et al. (2018).

Evaluation Metric. The main evaluation metric is
macro-average word-level F1 score. We compare
each prediction with the reference answer. Pre-
cision is defined by the percentage of predicted
answer tokens that appear in the reference answer,
and recall is the percentage of reference answer
tokens captured in the prediction. F1 score is the
harmonic mean of the precision and recall. When
multiple reference answers are provided, the maxi-
mum F1 score is used for evaluation.

3.3 Results on CoQA and QuAC

We first perform experiments on two conversational
MRC datasets, CoQA and QuAC.
Setting. We perform a set of experiments with
different maximum sequence lengths of 192, 256,
384, and 512. Our model fixes the number of seg-
ments read from a document for each question. It
generates 4, 3, 3, and 2 segments under the length
limit of 192, 256, 384, and 512, respectively.

Considering that questions are highly corre-
lated due to the existence of coreferential men-
tions across questions, we concatenate each ques-
tion with as many of its previous questions as
possible up to the length limit of 64 question
tokens. The action space of the model strides
is set as [−16, 16, 32, 64, 128] for CoQA and
[−16, 32, 64, 128, 256] for QuAC considering that
documents in CoQA documents are shorter than
those in QuAC. The first segment always starts with
the first token of the document, and the model will
take stride action after the first segment.
Results. In Table 2, we present F1 scores achieved
by our methods and the baselines. The performance
of the BERT-Large model drops drastically as the
maximum sequence length decreases. We see a
drop of 8.6% in F1 score on the CoQA dataset and
a drop of 27.0% on the QuAC dataset when the
maximum input length decreases from 512 to 192.

Followed by the same BERT-Large reader, the
sentence selector baseline that only considers the
current question achieves better performance than
the selector fed with the concatenation of the cur-
rent question and its previous questions. The se-
lector with the current question performs well in
selecting sentences containing answers from doc-
uments. For 90.4% of questions in CoQA and
81.2% of questions in QuAC, the top-ranked 12
sentences in the documents can include complete
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Dataset CoQA QuAC
# of Doc Tokens <=200 (200, 300] (300, 400] >400 <=300 (300, 450] (450, 600] >600
Percentage (%) 15.3 63.3 18.9 2.5 20.5 52.0 19.7 7.8
BERT-Large 81.0 81.9 81.8 67.2 66.2 62.8 62.2 38.7
BERT-RCM
- Gated recurrence
- LSTM recurrence

81.1 82.1 82.3 74.5 66.1 62.6 63.6 43.2
81.1 82.0 82.3 74.7 66.4 62.6 63.0 41.3

Table 3: F1 Score (%) on documents with different numbers of tokens (max sequence length is 512).

answers. However, the selector does not improve
upon BERT-Large despite its high precision in sen-
tence selection. This might be because selected
sentences do not provide sufficient contexts for a
model to identify answers accurately.

Our model with recurrent chunking mechanisms
BERT-RCM performs consistently better than both
BERT-Large and BERT-Sent-Selector. On the
CoQA dataset, BERT-RCM with gated recurrence
improves upon the BERT-Large model by 3.2%,
3%, 0.3%, and 0.4% with maximum sequence
length of 192, 256, 284, and 512, respectively. The
improvement brought by LSTM recurrence and RL
chunking is 2.6%, 3.3%, 0.3%, 0.4% on CoQA. As
for the QuAC dataset, gated recurrence combined
with RL chunking leads to improvements of 17.1%,
4.6%, 3.2%, 0.5%, and LSTM recurrence has gains
of 19.4%, 5.0%, 3.7%, 0.3% under different max-
imum sequence lengths. On the two datasets, the
gains of BERT-RCM over BERT-Large are statis-
tically significant at p = 0.05 with both gated and
LSTM recurrence. We notice that our model is less
sensitive to the maximum sequence length, and
LSTM recurrence has comparable performance to
the gated recurrence.

The gain is more obvious with maximum se-
quence length (192, 256, 384), and relatively small
under the length of 512. This is perhaps because
most document lengths are smaller than 512 in
CoQA and QuAC. Therefore, we report the perfor-
mance of our proposed method on documents of
different lengths in Table 3, where the maximum
sequence length is set as 512. We observe that the
gain is more obvious on longer documents. For
documents with more than 400 words in the CoQA
dataset, RL chunking with gated recurrence has
an improvement of 7.3% over BERT-Large, and
RL chunking with LSTM recurrence improves F1
score by 7.5%. As for QuAC, the improvement of
gated recurrence with RL chunking is 4.5%, and
the improvement of LSTM recurrence is 2.6%.

Ablation Analysis. We further study the effect of
recurrence alone without RL chunking here. As
shown in rows BERT-Large and Gated recurrence
(no RL chunking) in Table 2, gated recurrence alone
can improve F1 score by 2.4%, and LSTM recur-
rence leads to an improvement of 2.3% without RL
chunking when the maximum sequence length is
256. However, we do not observe any improvement
when the maximum sequence length is set to 384
or 512.

Algorithms F1
BERT-Large 61.3
Sent-Selector 59.8
BERT-RCM
- Gated recurrence
- LSTM recurrence

62.9
62.3

Table 4: F1 score (%) of different algorithms on the
TriviaQA dataset.

3.4 Results on TriviaQA

We further evaluate the ability of our model in deal-
ing with extremely long documents on the Trivi-
aQA Wikipedia dataset.
Setting. We set the maximum sequence length as
512 for all models. The action space of our BERT-
RCM model is set to [−64, 128, 256, 512, 1024].
The stride sizes are larger than those in CoQA and
QuAC, since TriviaQA provides much longer doc-
uments. During training, the maximum number of
segments our model can extract from a document is
set to three in the TriviaQA dataset. Note that our
model reads no more than 512 · 3 = 1536 tokens
from these three segments, which are much fewer
than the average document length.
Results. We filter a small number of questions
whose answers cannot be extracted from docu-
ments and keep 7,251 questions from a total of
7,993 questions. In Table 4, we present the F1
scores of different algorithms. Compared with
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Dataset CoQA QuAC
BERT-Large (Devlin et al., 2019) Prediction Stride Size Prediction Stride Size
Training Stride Size 16 32 64 128 16 32 64 128

16 80.8 80.9 80.8 80.7 60.6 60.7 60.7 60.8
32 81.1 81.1 81.1 81.1 60.7 60.7 60.9 61.0
64 81.4 81.4 81.4 81.3 61.0 61.0 61.4 61.4
128 81.0 81.1 81.1 81.1 60.8 60.8 60.8 61.2

Table 5: F1 score (%) of the BERT-Large model with different training/prediction stride sizes on the CoQA and
QuAC datasets.

BERT-Large, the BERT-RCM model achieves
1.6% gain with gated recurrence and 1% gain with
LSTM recurrence. Also, both BERT-RCM and
BERT-Large models beat the Sent-Selector model.

4 Discussion

In this section, we will analyze the performance of
the baseline BERT-Large model and our proposed
recurrent chunking mechanisms.

4.1 Analysis of different Stride Sizes in
BERT-Large

In Table 5, we give an analysis of how the perfor-
mance varies with different stride sizes in BERT-
Large model (the baseline) training and prediction.
An interesting observation is that smaller stride size
in prediction does not always improve the perfor-
mance, sometimes even hurts as can be seen on the
QuAC dataset. It suggests that BERT-Large per-
forms badly on selecting good answers from mul-
tiple chunks. Smaller stride size in model training
also leads to worse performance. A possible expla-
nation is that smaller stride size would cause the
significant distortion of training data distribution,
since the longer question-document pairs produces
more training samples than short ones.

4.2 Discussions of Recurrent Chunking
Mechanisms

We now provide an insight into the recurrent mecha-
nisms and chunking policy learned by our proposed
model using quantitative analysis. For the clarity
of our discussions, we use the following setting
on the CoQA and QuAC datasets: the maximum
chunk length is set to 256, and the stride size of
BERT-Large model is 128.

Segment-Hit Rate. With the ability of chunk-
ing policy, BERT-RCM is expected to focus on
those document segments that contain an answer.

To evaluate how well a model can capture good
segments, we use hit rate, i.e., the percentage of
segments that contain a complete answer among
all extracted segments, as evaluation metric.

Hit rate CoQA QuAC

BERT-Large 54.0 34.1
BERT-RCM
- Gated recurrence 73.1 44.9
- LSTM recurrence 79.7 42.8

Table 6: Comparison of BERT-Large and BERT-RCM
on segment-hit rate (%).

As shown in Table 6, BERT-RCM significantly
outperforms BERT-Large, which indicates that the
learned chunking policy is more focused on infor-
mative segments.

Figure 3: The answer-segment center distance.

Answer-Chunk Center Distance. As dis-
cussed in Fig. 1, the answer’s position with respect
to a document segment is important for answer
prediction. When an answer is centered within
the document segment, sufficient contexts on both
sides help a model make better predictions. In
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Figure 4: Example of generated document segments by BERT-RCM from a CoQA document.

Fig. 3, it presents the averaged center distances of
the first three segments generated by BERT-Large
and BERT-RCMs on the CoQA validation dataset.
Since all models start from the beginning of a doc-
ument in the first segment, their first answer-chunk
center distances are the same: 96 tokens. But for
the second and third segments generated by BERT-
RCMs, the answer-chunk center distances are much
smaller than BERT-Large.

In this section, we also illustrate the working
flow of BERT-RCM with a case study.

Case Study. We show an example from a CoQA
document in Figure 4 to illustrate the chunking
mechanism of our BERT-RCM model with LSTM
recurrence. The model starts with the beginning
of the document as the first segment, where the
answer span is close to its right boundary. The
model moves forwards 128 tokens to include more
right contexts and generates the second chunk. The
stride size is a bit large since the answer is close
to the left boundary of the second segment. The
model then moves back to the left by 16 tokens and
obtains its third segment. The chunking scorer as-
signs the three segments with the scores 0.24, 0.87,
and 0.90, respectively. It suggests that the model
considers the third segment as the most informative
chunk in answer selection.

5 Related Work

There is a growing interest in MRC tasks that re-
quire the understanding of both questions and refer-
ence documents (Trischler et al., 2017; Rajpurkar
et al., 2018; Saeidi et al., 2018; Choi et al., 2018;
Reddy et al., 2018; Xu et al., 2019). Recent stud-
ies on pre-trained language models (Radford et al.,
2018; Devlin et al., 2019; Baker et al., 2019; Yang

et al., 2019b) have demonstrated their great suc-
cess in fine-tuning on MRC tasks. However these
pre-trained NLP models (e.g., BERT) only take as
input a fixed-length text. Variants of BERT are
proposed to process long documents in tasks such
as text classification (Chalkidis et al., 2019). To
deal with lengthy documents in machine reading
comprehension tasks, some previous studies skip
certain tokens (Yu et al., 2017; Seo et al., 2018) or
select a set of sentences as input based on the given
questions (Hewlett et al., 2017; Min et al., 2018;
Lin et al., 2018). However, they mainly focus on
tasks in which most of the answers to given ques-
tions are formed by a single informative sentence.
These previous approaches are less applicable to
deal with those complicated questions that demand
cross-sentences reasoning or have much lexical
variability from their lengthy documents.

6 Conclusion

In this paper, we propose a chunking policy net-
work for machine reading comprehension, which
enables a model learn to chunk lengthy documents
in a more flexible way via reinforcement learning.
We also add a recurrent mechanism to allow the in-
formation to flow across segments so that the model
could have knowledge beyond the current segment
when selecting answers. We have performed ex-
tensive experiments on three public datasets of ma-
chine reading comprehension: CoQA, QuAC, and
TriviaQA. Our approach outperforms benchmark
models across different datasets.
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