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Abstract

This position paper describes and critiques the
Pretraining-Agnostic Identically Distributed
(PAID) evaluation paradigm, which has be-
come a central tool for measuring progress
in natural language understanding. This
paradigm consists of three stages: (1) pre-
training of a word prediction model on a cor-
pus of arbitrary size; (2) fine-tuning (transfer
learning) on a training set representing a classi-
fication task; (3) evaluation on a test set drawn
from the same distribution as that training set.
This paradigm favors simple, low-bias archi-
tectures, which, first, can be scaled to process
vast amounts of data, and second, can capture
the fine-grained statistical properties of a par-
ticular data set, regardless of whether those
properties are likely to generalize to examples
of the task outside the data set. This contrasts
with humans, who learn language from several
orders of magnitude less data than the systems
favored by this evaluation paradigm, and gen-
eralize to new tasks in a consistent way. We
advocate for supplementing or replacing PAID
with paradigms that reward architectures that
generalize as quickly and robustly as humans.

1 Introduction

The special session of the 2020 Annual Meeting
of Association for Computational Linguistics in-
vites us to take stock of the progress made in the
field in the last few years. There is no question
that we have made significant progress in a range
of applications: current machine translation sys-
tems for high-resource languages, for example, are
undeniably better than those we had a decade ago.
This opinion piece will focus on a different ques-
tion: are we making progress towards the classic
goal of mimicking human linguistic abilities in
machines—towards a model that acquires language
as efficiently as humans, and generalizes it as hu-
mans do to new structures and contexts (“tasks”)?

I will argue that an evaluation paradigm that
has rapidly established itself as one of the main
tools for measuring progress in the field—a
paradigm I will term, for want of a catchier name,
Pretraining-Agnostic Identically Distributed evalu-
ation (PAID)—encourages progress in a direction
that is at best orthogonal to the goal of human-like
generalization. Because it does not consider sam-
ple efficiency, this approach rewards models that
can be trained on massive amounts of data, sev-
eral orders of magnitude more than a human can
expect to be exposed to. And because benchmark
scores are computed on test sets drawn from the
same distribution as their respective training sets,
this paradigm favors models that excel in capturing
the statistical patterns of particular data sets over
models that generalize as a human would.

2 Human-like Generalization

Humans learn language from much more limited
exposure than most contemporary NLP systems.
An analysis of recordings taken in the environment
of the child of an MIT professor between the ages
of 9 and 24 months found that the child heard or
produced approximately eight million words over
this 15-month period (Roy et al., 2015). Children
in lower socioeconomic status families in West-
ern societies receive significantly less linguistic
input than that (around 3 million words per year,
Hart and Risley 1995); even more strikingly, mem-
bers of the Tsimane community in Bolivia spend
about 15 times less time per hour speaking to their
children than do highly educated American fam-
ilies (Cristia et al., 2019). If NLP systems were
as sample-efficient as Tsimane children, far fewer
languages would be considered “low-resource lan-
guages”.

Despite the limited amount of exposure to their
language, humans generalize their linguistic knowl-



5211

edge in a consistent way to structures that are in-
frequent or non-existent in corpora (Sprouse et al.,
2013), and quickly learn to do new things with
language (what we sometimes refer to in NLP as
“tasks”). As I discuss below, this is not the case
for current deep learning systems: when tested
on cases sampled from a distribution that differs
from the one they were trained on, their behavior
is unpredictable and inconsistent with that of hu-
mans (Jia and Liang, 2017; McCoy et al., 2019b),
and they require extensive instruction on each new
task (Yogatama et al., 2019). Humans’ rapid and
consistent generalization abilities rely on powerful
inductive biases, which likely arise from a com-
bination of innate building blocks and experience
with diverse learning problems (Lake et al., 2017).

Systems that generalize like humans would be
useful not only for NLP, but also for the scientific
study of human language acquisition and process-
ing (Keller, 2010; Dupoux, 2018). But, as I will
argue in the next two sections, it is unclear whether
our dominant evaluation paradigms are getting us
closer to this goal.

3 Pretraining-Agnostic Evaluation

Over the last two years, deep learning systems
have obtained rapidly increasing scores on lan-
guage understanding benchmarks such as GLUE
(Wang et al., 2019b) or SuperGLUE (Wang et al.,
2019a). These benchmarks aggregate multiple su-
pervised classification tasks—such as sentiment
analysis, linguistic acceptability judgments, or en-
tailment detection—and collate the scores obtained
on those tasks into a leaderboard, with a single
headline score for each model averaging its scores
on each individual task. For each of these classi-
fication tasks, a data set that was generated by a
particular process, often involving crowdsourcing,
is randomly split into two: a training set, which the
system is allowed to observe, and a held-out test
set, on which it is evaluated.

A standard recipe has emerged for achiev-
ing high scores on such benchmarks. A neural
network—typically, one based on the transformer
architecture (Vaswani et al., 2017)—is pretrained
on a denoising objective, such as filling in one
or more blanks in a vast number of sentences.
This network is then fine-tuned (performs trans-
fer learning) on the benchmark’s supervised tasks,
each of which include a much smaller number
of training examples than the pretraining corpus

(Howard and Ruder, 2018; Peters et al., 2018). The
T5 model (Raffel et al., 2019)—the system that
boasted the highest score on SuperGLUE at the
time of writing—achieved an average accuracy of
88.9% on this benchmark, slightly lower than that
of untrained human annotators (89.8%), and more
than 20 percentage points higher than the score
obtained just a few months earlier by BERT (De-
vlin et al., 2019; Wang et al., 2019a). This jump
in accuracy does not reflect significant modeling
innovations: both BERT and T5 are transformers
trained on similar objectives that differ primarily
in their scale.

When ranking systems, leaderboards such as Su-
perGLUE do not take into account the amount of
pretraining data provided to each model. Pretrain-
ing corpora are not standardized, and the amount
of pretraining data is not always easy to discern
from the papers reporting on such systems. Here is
my attempt to reconstruct the recent evolution of
pretraining corpus sizes.1 BERT, uploaded to arXiv
in October 2018, was trained on 3.3 billion words;
XLNet (Yang et al., June 2019), was trained on
78 GB of text, or approximately 13 billion words;
RoBERTa (Liu et al., July 2019) was trained on
160 GB of text, or around 28 billion words; and T5
(Raffel et al., October 2019) was trained on 750 GB
of text, or approximately 130 billion words.

When we rely on a single leaderboard to com-
pare systems trained on corpora with such a large
range of sizes, we are not comparing architectures,
but rather interactions of architectures, corpus sizes,
and computational resources available for training.
While this may be a useful comparison for an engi-
neer who seeks to plug an existing trained model
into a larger pipeline, this approach is unlikely to
advance us towards the goal advocated in this ar-
ticle. The 130 billion word corpus that T5 was
trained on is much larger than the corpus that a
human can expect to be exposed to before adult-
hood (fewer than 100 million words, see Section 2).
But a leaderboard that evaluates only bottom-line
transfer learning accuracy inherently disadvantages
a sample-efficient model pretrained on a few dozen
million words compared to a model such as T5.
For all we know, it is possible that architectures

1Corpus sizes reported in massive-corpus pretraining pa-
pers are often specified in gigabytes, or number of model-
specific subword units, instead of measures such as number of
words that are easier to compare across articles. My estimates
are based on an average English word length of 4.7 characters
and a space or punctuation mark after each word.
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rewarded by PAID, such as massive transformers,
only work well when given an amount of data that
is orders of magnitude greater than that available
to humans. If that is the case, our exploration of
the space of possible models could be going in a
direction that is orthogonal to the one that might
lead us to models that can imitate humans’ sample
efficiency (one example of such direction is neural
networks with explicit symbolic structure, which
are harder to scale up, but perform well on smaller
data sets: Kuncoro et al. 2018; Wilcox et al. 2019).

4 Identically Distributed Training Set
and Test Set

The remaining two letters of the PAID acronym
refer to the practice of evaluating success on classi-
fication tasks using training and test set generated
using the same process. Typically, a single data set
is collected and is randomly split into a training
portion and test portion. While this may seem rea-
sonable from a machine learning perspective, it has
become clear that this form of evaluation obscures
possible mismatches between the generalizations
that we as humans believe a system performing the
task should acquire, and the generalizations that
the system in fact extracts from the data.

Consider, for example, crowdsourced natural lan-
guage inference (NLI) data sets, in which workers
are asked to generate a sentence that contradicts the
prompt shown to them (Bowman et al., 2015). One
strategy that crowdworkers adopt when generating
a contradiction is to simply negate the prompt, for
example by inserting the word not. This strategy
is often effective: the man is sleeping contradicts
the man is not sleeping. Conversely, it is much less
likely that the worker would use the word not when
asked to generate a sentence that is entailed by the
prompt. Taken together, such worker choices lead
to a strong correlation between the presence of the
word not in the hypothesis and the label CONTRA-
DICTION. It would be surprising if low-bias learn-
ers such as neural networks did not notice such a
correlation, and indeed they do, leading them to
respond CONTRADICTION with high probability
any time the hypothesis contains a negation word
(Gururangan et al., 2018; Poliak et al., 2018). Of
course, relying on the presence of the word not is
not a generally valid inference strategy; for exam-
ple, the man is awake entails, rather than contra-
dicts, the man is not sleeping.

Numerous generalization issues of this sort have

been documented, for NLI and for other tasks.
In the syntactic domain, McCoy et al. (2019b)
showed that BERT fine-tuned on the crowdsourced
MultiNLI data set (Williams et al., 2018) achieves
high accuracy on the MultiNLI test set, but shows
very little sensitivity to word order when tested on
constructed examples that require an analysis of the
structure of the sentence; for example, this model
is likely to conclude that the detective followed the
suspect entails the suspect followed the detective.

In short, the models, unable to discern the inten-
tions of the data set’s designers, happily recapitu-
late any statistical patterns they find in the train-
ing data. With a random training/test split, any
correlation observed in the training set will hold
approximately for the test set, and a system that
learned it could achieve high test set accuracy. And
indeed, we have models that excel in the PAID
paradigm, even exceeding the performance of hu-
man annotators on the test portion of the corpus
used for fine-tuning (Nangia and Bowman, 2019),
but, when tested on controlled examples, make mis-
takes that a human would rarely make.2

The generalizations that a statistical model ex-
tracts from the data are always the result of the
interaction between the model’s inductive biases
and the statistical properties of the data set. In
the case of BERT’s insensitivity to word order in
NLI, the model does not seem to have a strong in-
ductive bias one way or another; its sensitivity to
word order varies widely depending on the weight
initialization of the fine-tuning classifier and the
order of the fine-tuning examples (McCoy et al.,
2019a), and its syntactic behavior in the inference
task can be made to be more consistent with hu-
man intuitions if the training set is augmented to
include a larger number of examples illustrating the
importance of word order (Min et al., 2020). While
BERT is capable of learning to use syntax for in-
ference given a sufficiently strong signal, then, it
prefers to use other heuristics, if possible. This con-
trasts with human-like generalization in this task,
which would likely start from the assumption that
any language understanding task should recruit our

2Comparisons between human annotators and transformers
are arguably unfair: before observing the test set, the models
receive hundreds of thousands of examples of the output of
the data-generating process. This contrasts with humans an-
notators, who need to perform the task based on their general
language understanding skills. It would be an entertaining
though somewhat cruel experiment to repeat the comparison
after matching the amount of exposure that humans and pre-
trained transformers receive to the quirks of the data set.
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knowledge of syntax: it would most likely be dif-
ficult to convince humans to ignore syntax when
understanding a sentence, as BERT does.

5 The Generalization Leaderboard

What is the way forward? My goal is not to argue
that there is no value to the leaderboard approach,
where a single number or a small set of num-
bers can be used to quickly compare models. De-
spite the drawbacks of this approach—in particular,
its tendency to obscure the fine-grained strengths
and weaknesses of particular models, as I discuss
below—hill climbing on a metric can enable a pro-
ductive division of labor between groups that de-
velop strong benchmarks, groups that propose new
models and inference methods, and groups that
have the engineering skills and computational re-
sources necessary to train those models on the num-
ber of GPUs they require to thrive.

Instead, my argument is that the current division
of labor is unproductive. At the risk of belaboring
the mountaineering metaphor, one might say that
groups with access to engineering and computing
resources are climbing the PAID hill, while other
groups, which document the same models’ unreli-
able generalization behavior—or retrain them on
smaller data sets to produce the learning curves that
are often missing from engineering papers—are
climbing the interpretability track hill, producing
papers that are more and more sophisticated and
well-respected but do not influence the trajectory
of mainstream model development. This section
describes some design decisions that can lead to
better alignment between the two sets of research
groups. Many of these points are not new—in fact,
some of these properties were standard in evalua-
tion paradigms 10 or 20 years ago—but are worth
revisiting given recent evaluation trends.

Standard, moderately sized pretraining cor-
pora. To complement current evaluation ap-
proaches, we should develop standard metrics that
promote sample efficiency. At a minimum, we
should standardize the pretraining corpus across all
models, as some CoNLL shared tasks do. Multi-
ple leaderboards can be created that will measure
performance on increasingly small subsets of this
pretraining corpus size—including ones that are
smaller than 100 million words. To make stronger
contact with the human language acquisition litera-
ture, a leaderboard could compare models on their
ability to learn various linguistic generalizations

from the CHILDES repository of child-directed
speech (MacWhinney, 2000).

Independent evaluation in multiple languages.
A model can be sample-efficient for English, but
not for other languages. We should ensure that
our architectures, like humans learners, are not
optimized for English (Bender, 2011). To do so,
we should develop matched training corpora and
benchmarks for multiple languages. A compos-
ite score could reflect average performance across
languages (Hu et al., 2020). In keeping with our
goal of mimicking humans, who are known for
their ability to learn any language without learning
English first, we should train and test the models
separately on each language, instead of focusing
on transfer from English to other languages—an
important, but distinct, research direction.

What about grounding? In response to stud-
ies comparing training corpus sizes between deep
learning models and humans (e.g., van Schijndel
et al. 2019), it is sometimes pointed out that hu-
mans do not learn language from text alone—we
also observe the world and interact with it. This,
according to this argument, renders the compari-
son meaningless. While the observation that chil-
dren learn from diverse sources of information is
certainly correct, it is unclear whether any plau-
sible amount of non-linguistic input could offset
the difference between 50 million words (humans)
and 130 billion words (T5). Instead of taking this
observation as a carte blanche to ignore sample
efficiency, then, we should address it experimen-
tally, by collecting multimodal data sets (Suhr et al.,
2019; Hudson and Manning, 2019), developing
models that learn from them efficiently, and using
the Generalization Leaderboard to measure how
effective this signal is in aligning the model’s gen-
eralization behavior with that of humans.

Normative evaluation. Performance metrics
should be derived not from samples from the same
distribution as the fine-tuning set, but from what we
might term normative evaluation: expert-created
controlled data sets that capture our intuitions about
how an agent should perform the task (Marelli et al.,
2014; Marvin and Linzen, 2018; Warstadt et al.,
2019; Ettinger, 2020). Such data sets should be
designed to be difficult to solve using heuristics
that ignore linguistic principles. While experts are
more expensive than crowdworkers, the payoff in
terms of data set quality is likely to be consider-
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able. In parallel, we should continue to explore
approaches such as adversarial filtering that may
limit crowdworkers’ ability to resort to shortcuts
(Zellers et al., 2018; Nie et al., 2019).

Normative evaluation is related to but distinct
from adversarial evaluation. Adversarial attacks
usually focus on a specific trained model, starting
from an example that the model classifies correctly,
and perturbing it in ways that, under the normative
definition of the task, should not affect the classi-
fier’s decision. For example, adversarial evaluation
for a given question answering system may take an
existing instance from the data set, and find an irrel-
evant sentence that, when added to the paragraph
that the question is about, changes the system’s re-
sponse (Jia and Liang, 2017). By contrast, the goal
of the normative evaluation paradigm is not to fool
a particular system by exploiting its weaknesses,
but simply to describe the desirable performance
on the task in a unambiguous way.

Test-only benchmarks. A central point that
bears repeating is that we should not fine-tune our
models on the evaluation benchmark. Despite our
best efforts, we may never be able to create a bench-
mark that does not have unintended statistical reg-
ularities. Fine-tuning on the benchmark may clue
the model into such unintended correlations (Liu
et al., 2019a). Any pretrained model will still need
to be taught how to perform the transfer task, of
course, but this should be done using a separate
data set, perhaps one of those that are currently ag-
gregated in GLUE. Either way, the Generalization
Leaderboard should favor models that, like humans,
are able to perform tasks with minimal instruction
(few-shot learning, Yogatama et al. 2019).

What about efficiency? The PAID paradigm is
agnostic not only to pretraining resources, but
also to properties of the model such as the num-
ber of parameters, the speed of inference, or the
number of GPU hours required to train it. These
implementational-level factors (Marr, 1982) are or-
thogonal to our generalization concerns, which are
formulated at the level of input–output correspon-
dence. If efficiency is a concern, however, such
properties can be optimized directly by modifying
pretraining-agnostic benchmarks to take them into
account (Schwartz et al., 2019).

Breakdown by task and phenomenon. Bench-
marks should always provide a detailed breakdown
of accuracy by task and linguistic phenomenon:

a model that obtains mediocre average perfor-
mance, but captures a particular phenomenon very
well, can be of considerable interest. Discourag-
ingly, even though GLUE reports such task-specific
scores—and even includes diagnostic examples
created by experts—these finer-grain results have
failed to gain the same traction as the headline
GLUE benchmark. Other than exhorting authors to
pay greater attention to error analysis in particular
and linguistics in general—granted, an exhortation
without which no ACL position piece can be con-
sidered truly complete—we should insist, when
reviewing papers, that authors include a complete
breakdown by phenomenon as an appendix, and
discuss noteworthy patterns in the results. For au-
thors that strongly prefer that their paper include
a headline number that is larger than numbers re-
ported in previous work, the leaderboard could of-
fer alternative headline metrics that would reward
large gains in one category even when those are
offset by small losses in others.

6 Conclusion

I have described the currently popular Pretraining-
Agnostic Identically Distributed paradigm, which
selects for models that can be trained easily on an
unlimited amount of data, and that excel in captur-
ing arbitrary statistical patterns in a fine-tuning data
set. While such models have considerable value in
applications, I have advocated for a parallel evalu-
ation ecosystem—complete with a leaderboard, if
one will motivate progress—that will reward mod-
els for their ability to generalize in a human-like
way. Human-like inductive biases will improve
our models’ ability to learn language structure and
new tasks from limited data, and will align the
models’ generalization behavior more closely with
human expectations, reducing the allure of superfi-
cial heuristics that do not follow linguistic structure,
and the prevalence of adversarial examples, where
changes to the input that are insignificant from a
human perspective turn out to affect the network’s
behavior in an undesirable way.
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