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Abstract

The timings of spoken response offsets in hu-
man dialogue have been shown to vary based
on contextual elements of the dialogue. We
propose neural models that simulate the distri-
butions of these response offsets, taking into
account the response turn as well as the pre-
ceding turn. The models are designed to be
integrated into the pipeline of an incremental
spoken dialogue system (SDS). We evaluate
our models using offline experiments as well
as human listening tests. We show that human
listeners consider certain response timings to
be more natural based on the dialogue context.
The introduction of these models into SDS
pipelines could increase the perceived natural-
ness of interactions.'

1 Introduction

The components needed for the design of spoken
dialogue systems (SDSs) that can communicate in
a realistic human fashion have seen rapid advance-
ments in recent years (e.g. Li et al. (2016); Zhou
et al. (2018); Skerry-Ryan et al. (2018)). How-
ever, an element of natural spoken conversation
that is often overlooked in SDS design is the tim-
ing of system responses. Many turn-taking com-
ponents for SDSs are designed with the objective
of avoiding interrupting the user while keeping the
lengths of gaps and overlaps as low as possible e.g.
Raux and Eskenazi (2009). This approach does
not emulate naturalistic response offsets, since in
human-human conversation the distributions of re-
sponse timing offsets have been shown to differ
based on the context of the first speaker’s turn and
the context of the addressee’s response (Sacks et al.,
1974; Levinson and Torreira, 2015; Heeman and
Lunsford, 2017). It has also been shown that lis-
teners have different anticipations about upcoming

' Our code is available at https://github.com/
mattroddy/RTNets.
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Figure 1: Overview of how our model generates the
distribution of turn-switch offset timings using an en-
coding of a dialogue system response h,, and features
extracted from the user’s speech z,,.
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responses based on the length of a silence before a
response (Bogels et al., 2019). If we wish to real-
istically generate offsets distributions in SDSs, we
need to design response timing models that take
into account the context of the user’s speech and
the upcoming system response. For example, off-
sets where the first speaker’s turn is a backchannel
occur in overlap more frequently (Levinson and
Torreira, 2015). It has also been observed that dis-
preferred responses (responses that are not in line
with the suggested action in the prior turn) are as-
sociated with longer delays (Kendrick and Torreira,
2015; Bogels et al., 2019).
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Overview We propose a neural model for gen-
erating these response timings in SDSs (shown in
Fig. 1). The response timing network (RTNet) op-
erates using both acoustic and linguistic features
extracted from user and system turns. The two
main components are an encoder, which encodes
the system response h,, and an inference network,
which takes a concatenation of user features (z,,)
and h,. RTNet operates within an incremental SDS
framework (Schlangen and Skantze, 2011) where
information about upcoming system responses may
be available before the user has finished speaking.
RTNet also functions independently of higher-level
turn-taking decisions that are traditionally made by
the dialogue manager (DM) component. Typically,
the DM decides when the system should take a turn
and also supplies the natural language generation
(NLG) component with a semantic representation
of the system response (e.g. intents, dialogue acts,
or an equivalent neural representation). Any of
the system response representations that are down-
stream from the DM’s output representation (e.g.
lexical or acoustic features) can potentially be used
to generate the response encoding. Therefore, we
assume that the decision for the system to take a
turn has already been made by the DM and our
objective is to predict (on a frame-by-frame basis)
the appropriate time to trigger the system turn.

It may be impractical in an incremental frame-
work to generate a full system response and then
re-encode it using the response encoder of RT-
Net. To address this issue, we propose an exten-
sion of RTNet that uses a variational autoencoder
(VAE) (Kingma and Welling, 2014) to train an in-
terpretable latent space which can be used to by-
pass the encoding process at inference-time. This
extension (RTNet-VAE) allows the benefit of hav-
ing a data-driven neural representation of response
encodings that can be manipulated without the over-
head of the encoding process. This representation
can be manipulated using vector algebra in a flex-
ible manner by the DM to generate appropriate
timings for a given response.

Our model’s architecture is similar to VAEs with
recurrent encoders and decoders proposed in Bow-
man et al. (2016); Ha and Eck (2018); Roberts et al.
(2018). Our use of a VAE to cluster dialogue acts is
similar to the approach used in Zhao et al. (2017).
Our vector-based representation of dialogue acts
takes inspiration from the ‘attribute vectors’ used
in Roberts et al. (2018) for learning musical struc-

ture representations. Our model is also related to
continuous turn-taking systems (Skantze, 2017) in
that our model is trained to predict future speech
behavior on a frame-by-frame basis. The encoder
uses a multiscale RNN architecture similar to the
one proposed in Roddy et al. (2018) to fuse infor-
mation across modalities. Models that intentionally
generate responsive overlap have been proposed in
DeVault et al. (2011); Dethlefs et al. (2012). While
other models have also been proposed that generate
appropriate response timings for fillers (Nakanishi
et al., 2018; Lala et al., 2019) and backchannels
(Morency et al., 2010; Meena et al., 2014; Lala
etal., 2017).

This paper is structured as follows: First, we
present how our dataset is structured and our train-
ing objective. Then, in sections 2.1 and 2.2 we
present details of our two models, RTNet and
RTNet-VAE. Section 2.3 presents our input fea-
ture representations. In section 2.4 we discuss our
training and testing procedures. In sections 3.1 and
3.2 we analyze the performance of both RTNet and
RTNet-VAE. Finally, in section 4 we present the
results of a human listener test.

2 Methodology

Dataset Our dataset is extracted from the
Switchboard-1 Release 2 corpus (Godfrey and Hol-
liman, 1997). Switchboard has 2438 dyadic tele-
phone conversations with a total length of approxi-
mately 260 hours. The dataset consists of pairs of
adjacent turns by different speakers which we refer
to as turn pairs (shown in Fig. 2). Turn pairs are
automatically extracted from orthographic anno-
tations using the following procedure: We extract
frame-based speech-activity labels for each speaker
using a frame step-size of 50ms. The frame-based
representation is used to partition each person’s
speech signal into interpausal units (IPUs). We
define IPUs as segments of speech by a person
that are separated by pauses of 200ms or greater.
IPUs are then used to automatically extract turns,
which we define as consecutive IPUs by a speaker
in which there is no speech by the other speaker in
the silence between the IPUs. A turn pair is then
defined as being any two adjacent turns by different
speakers. The earlier of the two turns in a pair is
considered to be the user turn and the second is
considered to be the system turn.

Training Objective Our training objective is to
predict the start of the system turn one frame ahead
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Figure 2: Segmentation of data into turn pairs, and how the inference LSTM makes predictions.

of the ground truth start time. The target labels in
each turn pair are derived from the ground truth
speech activity labels as shown in Fig. 2. Each 50
ms frame has a label y € {0, 1}, which consists of
the ground truth voice activity shifted to the left by
one frame. As shown in the figure, we only include
frames in the span R in our training loss. We define
the span R as the frames from the beginning of the
last IPU in the user turn to the frame immediately
prior to the start of the system turn.

We do not predict at earlier frames since we as-
sume that at these mid-turn-pauses the DM has not
decided to take a turn yet, either because it expects
the user to continue, or it has not formulated one
yet. As mentioned previously in section 1, we de-
sign RTNet to be abstracted from the turn-taking
decisions themselves. If we were to include pauses
prior to the turn-final silence, our response genera-
tion system would be additionally burdened with
making turn-taking decisions, namely, classifying
between mid-turn-pauses and end-of-turn silences.
We therefore make the modelling assumption that
the system’s response is formulated at some point
during the user’s turn-final IPU. To simulate this
assumption we sample an index Rgparr from the
span of R using a uniform distribution. We then
use the reduced set of frames from Rgtart to REND
in the calculation of our loss.

2.1 Response Timing Network (RTNet)

Encoder The encoder of RTNet (shown in Fig.
3) fuses the acoustic and linguistic modalities
from a system response using three bi-directional
LSTMs. Each modality is processed at independent
timescales and then fused in a master Bi-LSTM
which operates at the linguistic temporal rate. The
output of the master Bi-LSTM is a sequence of
encodings hg, h1,...hy, where each encoding is a
concatenation of the forward and backward hidden
states of the master Bi-LSTM at each word index.

The linguistic Bi-LSTM takes as input the se-
quence of 300-dimensional embeddings of the to-
kenized system response. We use three special
tokens: SIL, WAIT, and NONE. The SIL token is
used whenever there is a gap between words that is
greater than the frame-size (50ms). The WAIT and
NONE tokens are inserted as the first and last to-
kens of the system response sequence respectively.
The concatenation [ho; hi; hy] is passed as input to
a RELU layer (we refer to this layer as the reduc-
tion layer) which outputs the h, encoding. The h,
encoding is used (along with user features) in the
concatenated input to the inference network. Since
the WAIT embedding corresponds to the hy output
of the master Bi-LSTM and the NONE embedding
corresponds to hj, the two embeddings serve as

“triggering” symbols that allow the linguistic and

master Bi-LSTM to output relevant information
accumulated in their cell states.

The acoustic Bi-LSTM takes as input the se-
quence of acoustic features and outputs a sequence
of hidden states at every 50ms frame. As shown
in Fig. 3, we select the acoustic hidden states that
correspond to the starting frame of each linguis-
tic token and concatenate them with the linguistic
hidden states. Since there are no acoustic features
available for the WAIT and NONE tokens, we train
two embeddings to replace these acoustic LSTM
states (shown in purple in Fig. 3). The use of acous-
tic embeddings results in there being no connection
between the WAIT acoustic embedding and the
first acoustic hidden state. For this reason we in-
clude hy in the [ho; h1; h1] concatenation, in order
to make it easier for information captured by the
the acoustic bi-LSTM to be passed through to the
final concatenation.

Inference Network The aim of our inference
network is to predict a sequence of output prob-

abilities Y = [YRgranr> YRsrarr+1s -+ YN USing
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Figure 3: The encoder is three stacked Bi-LSTMs. We use special embeddings (shown in purple) to represent the
acoustic states corresponding to the first and last tokens (WAIT and NONE) of the system’s turn.
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aresponse encoding h., and a sequence of user fea-
tures X = [z, 21, ..., xy]. We use a a single-layer
LSTM (shown in Fig. 2) which is followed by a
sigmoid layer to produce the output probabilities:

[hn§ Cn] = LSTMinf([xn; hz]a [hnfl; Cnfl])

Yn = O'(Whhn + bh)

Since there are only two possible output values
in a generated sequence {0,1}, and the sequence
ends once we predict 1, the inference network can
be considered an autoregressive model where O
is passed implicitly to the subsequent time-step.
To generate an output sequence, we can sam-
ple from the distribution p(yn, = 1|YrRgpapr =
0, YRgrarr+1 = 05y Yn—1 = 0, X0:n, h>) using
a Bernoulli random trial at each time-step. For
frames prior to RgTaRrT the output probability is
fixed to 0, since Rgrart is the point where the
DM has formulated the response. During training
we minimize the binary cross entropy loss (LpcE)
between our ground truth objective and our output
predictions Y.

2.2 RTNet-VAE

Motivation A limitation of RTNet is that it may
be impractical to encode system turns before trig-
gering a response. For example, if we wish to
apply RTNet using generated system responses, at
run-time the RTNet component would have to wait
for the full response to be generated by the NLG,
which would result in a computational bottleneck.

If the NLG system is incremental, it may also be
desirable for the system to start speaking before the
entirety of the system response has been generated.

VAE To address this, we bypass the encoding
stage by directly using the semantic representation
output from the DM to control the response tim-
ing encodings. We do this by replacing the reduc-
tion layer with a VAE (Fig. 4). To train the VAE,
we use the same concatenation of encoder hidden
states as in the RTNet reduction layer ([ho; h1; h1)).
We use a dimensionality reduction RELU layer to
calculate hyequce, Which is then split into p and
6 components via two more RELU layers. ¢ is
passed through an exponential function to produce
0, anon-negative standard deviation parameter. We
sample the latent variable z with the standard VAE
method using u, o, and a random vector from the
standard normal distribution A/(0, I). A dimension-
ality expansion RELU layer is used to transform z
into the response encoding h., which is the same
dimensionality as the output of the encoder:

hreduce = RELU(Wreduce [ho; hl; hI] + breduce)

o= RELU(Wuhreduce + bu)
6= RELU(Wahreduce + bo)
o
o= eXp(g)

z=pu+0ooN(0,I)
h. = RELU(Wexpand? + bexpand)
We impose a Gaussian prior over the latent space us-
ing a Kullback-Liebler (KL) divergence loss term:

Lkr, = —5+-(1+6 — p” — exp(6))

(
2N,
The Lk1, loss measures the distance of the gener-
ated distribution from a Gaussian with zero mean
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and unit variance. Ly, is combined with Lcg
using a weighted sum:

L = Lpck + wkr,Lk1,

As we increase the value of wkr, we increasingly
enforce the Gaussian prior on the latent space. In
doing so our aim is to learn a smooth latent space
in which similar types of responses are organized
in similar areas of the space.

Latent Space During inference we can skip the
encoding stage of RTNet-VAE and sample z di-
rectly from the latent space on the basis of the input
semantic representation from the dialogue manager.
Our sampling approach is to approximate the dis-
tribution of latent variables for a given response-
type using Gaussians. For example, if we have a
collection of labelled backchannel responses (and
their corresponding z encodings) we can approxi-
mate the distribution of p(z|label =backchannel)
using an isotropic Gaussian by simply calculating
Hbackchannel and O backchannels the maximum likeli-
hood mean and standard deviations of each of the
z dimensions. These vectors can also be used to
calculate directions in the latent space with differ-
ent semantic characteristics and then interpolate
between them.

2.3 Input Feature Representations

Linguistic Features We use the word annota-
tions from the ms-state transcriptions as linguis-
tic features. These annotations give us the timing
for the starts and ends of all words in the corpus.
As our feature representation, we use 300 dimen-
sional word embeddings that are initialized with
GloVe vectors (Pennington et al., 2014) and then
jointly optimized with the rest of the network. In
total there are 30080 unique words in the annota-
tions. We reduced the embedding number down to
10000 by merging embeddings that had low word
counts with the closest neighbouring embedding
(calculated using cosine distance).

We also introduce four additional tokens that
are specific to our task: SIL, WAIT, NONE, and
UNSPEC. SIL is used whenever there is a silence.
WAIT and NONE are used at the start and end of all
the system encodings, respectively. The use of UN-
SPEC (unspecified) is shown in Fig. 5. UNSPEC
was introduced to represent temporal information
in the linguistic embeddings. We approximate the
processing delay in ASR by delaying the annota-
tion by 100 ms after the ground truth frame where

the user’s word ended. This 100 ms delay was pro-
posed in Skantze (2017) as a necessary assumption
to modelling linguistic features in offline continu-
ous systems. However, since voice activity detec-
tion (VAD) can supply an estimate of when a word
has started, we propose that we can use this infor-
mation to supply the network with the UNSPEC
embedding 100ms after the word has started.

Acoustic Features We combine 40 log-mel fil-
terbanks, and 17 features from the GeMAPs feature
set (Eyben et al., 2016). The GeMAPs features are
the complete set excluding the MFCCs (e.g. pitch,
intensity, spectral flux, jitter, etc.). Acoustic fea-
tures were extracted using a 50ms framestep.

2.4 Experimental Settings

Training and Testing Procedures The training,
validation, and test sets consist of 1646, 150, 642
conversations respectively with 151595, 13910,
and 58783 turn pairs. The test set includes all of
the conversations from the NXT-format annotations
(Calhoun et al., 2010), which include references
to the Switchboard Dialog Act Corpus (SWDA)
(Stolcke et al., 2000) annotations. We include the
entirety of the NXT annotations in our test set so
that we have enough labelled dialogue act samples
to analyse the distributions.

We used the following hyperparameter settings
in our experiments: The inference, acoustic, lin-
guistic, and master LSTMs each had hidden sizes
of 1024, 256, 256, and 512 (respectively). We used
a latent variable size of 4, a batch size of 128, and
L2 regularization of 1e-05. We used the Adam op-
timizer with an initial learning rate of 5e-04. We
trained each model for 15000 iterations, with learn-
ing rate reductions by a factor of 0.1 after 9000,
11000, 13000, and 14000 iterations.

While we found that randomizing RstarT during
training was important for the reasons given in
Section 2, it presented issues for the stability and
reproducibility of our evaluation and test results for
Lpcg and Lkr,. We therefore randomize during
training and sampling, but when calculating the test
losses (reported in Table 1) we fix Rstart to be the
first frame of the user’s turn-final IPU.

We also calculate the mean absolute error
(MAE), given in seconds, from the ground truth
response offsets to the generated output offsets.
When sampling for the calculation of MAE, it is
necessary to increase the length of the turn pair
since the response time may be triggered by the
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Figure 5: The user’s linguistic feature representation scheme. The embedding for each word is triggered 100 ms
after the ground truth end of the word, to simulate ASR delay. The UNSPEC embedding begins 100ms after a
word’s start frame and holds information about whether a word is being spoken (before it has been recognized) and

the length of each word.

sampling process after the ground truth time. We
therefore pad the user’s features with 80 extra
frames in which we simulate silence artificially
using acoustic features. During sampling, we use
the same Rgrarr randomization process that was
used during training, rather than fixing it to the
start of the user’s turn-final IPU. For each model
we perform the sampling procedure on the test set
three times and report the mean error in Table 1.

Best Fixed Probability To the best of our knowl-
edge, there aren’t any other published models that
we can directly compare ours to. However, we
can calculate the best performance that can be
achieved using a fixed value for y. The best
possible fixed y for a given turn pair is: i, =
- Rsmm% TFrameTongth The best fixed y for a
set of turn pairs is given by the expected value of
Yip in that set: ypxed = Elyip). This represents
the best performance that we could achieve if we
did not have access to any user or system features.
We can use the fixed probability model to put the
performance of the rest of our models into context.

L, = True
" b Predicted

{

a

i“m\\ s

1.0 15 -15 -1.0 -05 0.0 0.5 1.0 15
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(a) Full Model (b) Fixed Probability
Figure 6: Generated offset distributions for the test set
using the full model and the fixed probability (random)
model.
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3 Discussion

3.1 RTNet Discussion

RTNet Performance The offset distribution for
the full RTNet model is shown in Fig. 6a. This

] [ oo | e | e |

Model Details
1 Full Model 0.1094 - 0.4539 No VAE
2 Fixed Probability 0.1295 - 1.4546 Fixed Probability
3 No Encoder 0.1183 - 0.4934
4 Only Acoustic 0.1114 - 0.4627 Encoder Ablation
5 Only Linguistic 0.1144 - 0.4817
6 Only Acoustic 0.1112 - 0.5053

Inference Ablation

7 Only Linguistic 0.1167 - 0.4923
8 wigr = 0.0 0.1114 3.3879 0.4601
9 | wrr =10"% | 01122 15057 | 0.4689
10 WK = 1073 0.1125 0.8015 0.4697 Inclusion of VAE
11 | wgyp =10"2 | 01181 | 00000 | 0.5035
12 WKL = 1071 0.1189 0.0000 0.5052

Table 1: Experimental results on our test set. Lower is
better in all cases. Best results shown in bold.
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Figure 7: Generated offset distributions for selected re-
sponse dialogue acts using different model conditions.
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baseline RTNet model is better able to replicate
many of the features of the true distribution in
comparison with predicted offsets using the best
possible fixed probability shown in Fig. 6b. The
differences between the baseline and the fixed prob-
ability distributions are reflected in the results of
rows 1 and 2 in Table 1. In Fig. 6a, the model
has the most trouble reproducing the distribution
of offsets between -500 ms and 0 ms. This part of
the distribution is the most demanding because it
requires that the model anticipate the user’s turn-
ending. From the plots it is clear that our model is
able to do that to a large degree. We observe that
after the user has stopped speaking (from 0 seconds
onward) the generated distribution follows the true
distribution closely.

To look in more detail at how the system models
the offset distribution we can investigate the gener-
ated distributions of labelled response dialogue acts
in our test set. Fig. 7 shows plots of backchannels
vs. statements (Fig. 7a), and yes vs. no (Fig.7b)
responses. In the second rows, we can see that the
full model is able to accurately capture the differ-
ences in the contours of the true distributions. For
example, in the no dialogue acts, the full model ac-
curately generates a mode that is delayed (relative
to yes dialogue acts).

Encoder Ablation The performance of the re-
sponse encoder was analysed in an ablation study,
with results in rows 3 through 5 of Table 1. With-
out the response encoder, there is a large decrease
in performance, relative to the full model. From
looking at the encoders with only acoustic and
linguistic modalities, we can see that the results
benefit more from the acoustic modality than the
linguistic modality. If we consider the impact of
the encoder in more detail, we would expect that
the network would not be able to model distribu-
tional differences between different types of DA
responses without an encoder. This is confirmed in
the fourth rows of Fig. 7, where we show the gen-
erated distributions without the encoder. We can
see that without the encoder, the distributions of
the all of the dialogue act offsets are almost exactly
the same.

Inference Network Ablation Inrows 6 and 7 of
Table 1 we present an ablation of the inference net-
work. We can see that removing either the acoustic
or linguistic features from the user’s features is
detrimental to the results. An interesting irregular-

True
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i
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Figure 8: Generated offset distributions for the infer-
ence network ablation.
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Figure 9: T-SNE plots of z for four different dialogue
acts using two different wki, settings.

ity is observed in the results for the model that uses
only acoustic features (row 6): the MAE is unusu-
ally high, relative to the Lgcg. In all other rows,
lower LycE corresponds to lower MAE. However,
row 6 has the second lowest Lgcg, while also hav-
ing the second highest MAE.

In order to examine this irregularity in more de-
tail, we look at the generated distributions from the
inference ablation, shown in Fig. 8. We observe
that the linguistic features are better for predicting
the mode of the distribution whereas the acous-
tic features are better at modelling the -100 ms to
+150 ms region directly preceding the mode. Since
word embeddings are triggered 100 ms after the
end of the word, the linguistic features can be used
to generate modal offsets in the 150 ms to 200 ms
bin. We propose that, in the absence of linguistic
features, there is more uncertainty about when the
user’s turn-end has occurred. Since the majority
of all ground-truth offsets occur after the user has
finished speaking, the unusually high MAE in row
6 could be attributed to this uncertainty in whether
the user has finished speaking.

3.2 RTNet-VAE Discussion

RTNet-VAE Performance In rows 8 through
12 of Table 1 we show the results of our experi-
ments with RTNet-VAE with different settings of
wkL,. As wkr, is increased, the Ly loss increases
while the L7, loss decreases. Examining some ex-
ample distributions of dialogue acts generated by
RTNet-VAE using wki, = 10~* (shown in the fifth
rows of Fig. 7) we can see that RTNet-VAE is capa-
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ble of generating distributions that are of a similar
quality to those generated by RTNet (shown in the
second row). We also observe that RTNet-VAE us-
ing wir, = 10™* produces competitive results, in
comparison to the full model. These observations
suggest that the inclusion of the VAE in pipeline
does not severely impact the overall performance.

In Fig. 9 we show the latent variable z gener-
ated using RTNet-VAE and plotted using t-SNE
(van der Maaten and Hinton, 2008). To show the
benefits of imposing the Gaussian prior, we show
plots for with wky, = 0.0 and wky, = 1073, The
plots show the two-dimensional projection of four
different types of dialogue act responses: state-
ments (sd), no (nn), yes (ny), and backchannels (b).
We can observe that for both settings, the latent
space is able to organize the responses by dialogue
act type, even though it is never explicitly trained
on dialogue act labels. For example, in both cases,
statements (shown in blue) are clustered at the op-
posite side of the distribution from backchannels
(shown in red). However, in the case of wky, = 0.0
there are “holes” in the latent space. For practical
applications such as interpolation of vector repre-
sentations of dialogue acts (discussed in the next
paragraph), we would like a space that does not
contain any of these holes since they are less likely
to have semantically meaningful interpretations.
When the Gaussian prior is enforced (Fig. 9b) we
can see that the space is smooth and the distinctions
between dialogue acts is still maintained.

Latent Space Applications As mentioned in
Section 2.2, part of the appeal in using the VAE
in our model is that it enables us to discard the re-
sponse encoding stage. We can exploit the smooth-
ness of the latent space to skip the encoding stage
by sampling directly from the trained latent space.

We can approximate the distribution of latent vari-
ables for individual dialogue act response types
using isotropic Gaussians. This enables us to effi-
ciently represent the dialogue acts using mean and
standard-deviation vectors, a pair for each dialogue
act. Fig. 7 shows examples of distributions gener-
ated using Gaussian approximations of the latent
space distributions in the final rows. We can see
that the generated outputs have similar properties
to the true distributions.

We can use the same parameterized vector repre-
sentations to interpolate between different dialogue
act parameters to achieve intermediate distributions.
This dimensional approach is flexible in that we
give the dialogue manager (DM) more control over
the details of the distribution. For example, if the
objective of the SDS was to generate an agree dia-
logue act, we could control the degree of agreement
by interpolating between disagree and agree vec-
tors. Figure 10 shows an example of a generated
interpolated distribution. We can see that the prop-
erties of the interpolated distribution (e.g. mode,
kurtosis) are perceptually “in between” the reject
and accept distributions.

4 Listening Tests

It has shown that response timings vary based on
the semantic content of dialogue responses and
the preceding turn (Levinson and Torreira, 2015),
and that listeners are sensitive to these fluctuations
in timing (Bogels and Levinson, 2017). However,
the question of whether certain response timings
within different contexts are considered more real-
istic than others has not been fully investigated. We
design an online listening test to answer two ques-
tions: (1) Given a preceding turn and a response,
are some response timings considered by listeners
to be more realistic than others? (2) In cases where
listeners are sensitive to the response timing, is our
model more likely to generate responses that are
considered realistic than a system that generates a
modal response time?

Participants were asked to make A/B choices
between two versions of a turn pair, where each
version had a different response offset. Participants
were asked: "Which response timing sounds like it
was produced in the real conversation?” The turn
pairs were drawn from our dataset and were limited
to pairs where the response was either dispreferred
or a backchannel. We limited the chosen pairs to
those with ground truth offsets that were either clas-
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Figure 11: Listening test experiments

sified as early or late. We classified offsets as early,
modal, or late by segmenting the distribution of all
of the offsets in our dataset into three partitions as
shown in Fig. 11a. The cutoff points for the early
and late offsets were estimated using a heuristic
where we split the offsets in our dataset into two
groups at the mode of the distribution (157 ms) and
then used the median values of the upper (+367 ms)
and lower (-72 ms) groups as the cutoff points. We
selected eight examples of each dialogue act (four
early and four late). We generated three different
versions of each turn pair: true, modal, and oppo-
site. If the true offset was late, the opposite offset
was the mean of the early offsets (-316 ms). If the
true offset was early, the opposite offset was the
mean of the late offsets (+760 ms).

We had 25 participants (15 female, 10 male)
who all wore headphones. We performed binomial
tests for the significance of a given choice in each
question. For the questions in the first half of the
test, in which we compared true vs. opposite off-
sets, 10 of the 16 comparisons were found to be
statistically significant (p < 0.05). In all of the
significant cases the frue offset was was consid-
ered more realistic than the opposite. In reference
to our first research question, this result supports
the conclusion that some responses are indeed con-
sidered to be more realistic than others. For the
questions in the second half of the test, in which
we compared true vs. modal offsets, six out of the
16 comparisons were found to be statistically signif-
icant. Of the six significant preferences, three were
a preference for the frue offset, and three were a
preference for the modal offset. To investigate our
second research question, we looked at the offset
distributions generated by our model for each of

the six significant preferences, shown in Fig. 11b.
For the turn pairs where listeners preferred non-
modal offsets (top row), the distributions generated
by our system deviate from the mode into the pre-
ferred area (highlighted in yellow). In pairs where
listeners preferred modal offsets (bottom row) the
generated distributions tend to have a mode near
the overall dataset mode (shown in the green line).
We can conclude, in reference to our second ques-
tion, that in instances where listeners are sensitive
to response timings it is likely that our system will
generate response timings that are more realistic
than a system that simply generates the mode of
the dataset.

5 Conclusion

In this paper, we have presented models that can be
used to generate the turn switch offset distributions
of SDS system responses. It has been shown in
prior studies (e.g. (Bogels et al., 2019)) that hu-
mans are sensitive to these timings and that they
can impact how responses are perceived by a lis-
tener. We would argue that they are an important
element of producing naturalistic interactions that
is often overlooked. With the advent of commer-
cial SDS systems that attempt to engage users over
extended multi-turn interactions (e.g. (Zhou et al.,
2018)) generating realistic response behaviors is a
potentially desirable addition to the overall experi-
ence.
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