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Abstract

It has been shown that word embeddings can
exhibit gender bias, and various methods have
been proposed to quantify this. However, the
extent to which the methods are capturing so-
cial stereotypes inherited from the data has
been debated. Bias is a complex concept and
there exist multiple ways to define it. Previ-
ous work has leveraged gender word pairs to
measure bias and extract biased analogies. We
show that the reliance on these gendered pairs
has strong limitations: bias measures based
off of them are not robust and cannot identify
common types of real-world bias, whilst analo-
gies utilising them are unsuitable indicators of
bias. In particular, the well-known analogy
“man is to computer-programmer as woman is
to homemaker” is due to word similarity rather
than societal bias. This has important impli-
cations for work on measuring bias in embed-
dings and related work debiasing embeddings.

1 Introduction

Word embeddings, distributed representations of
words in a low-dimensional vector space, are used
in many downstream NLP tasks (Mikolov et al.,
2013a,b; Pennington et al., 2014; Peters et al., 2018;
Devlin et al., 2019). Recent work has shown they
can contain harmful bias and proposed techniques
to quantify it (Bolukbasi et al., 2016; Caliskan
et al., 2017; Ethayarajh et al., 2019; Gonen and
Goldberg, 2019). These techniques leverage co-
sine similarity to a base pair of gender words, such
as (man,woman). They include bias measures,
which return a magnitude of bias for a given word,
and analogies. A well-known example of the lat-
ter is “Man is to computer programmer as woman
is to homemaker” (Bolukbasi et al., 2016), which
has been widely interpreted as demonstrating bias.
There have also been related attempts to debias
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embeddings (Bolukbasi et al., 2016; Zhao et al.,
2018; Dev and Phillips, 2019; Kaneko and Bolle-
gala, 2019; Manzini et al., 2019).

However, to remove bias effectively, an accurate
method of identifying it is first required. This is
a complex task, not least because the concept of
“bias” has multiple interpretations: Mehrabi et al.
(2019) identify 23 types of bias that can occur in
machine learning applications, including historic
(pre-existing in society), algorithmic (introduced
by the algorithm) and evaluation (occurs during
model evaluation). In the case of word embed-
dings, it remains an open question if bias identify-
ing techniques reflect social stereotypes in the train-
ing data, an artifact of the embedding process or
noise. While it is often assumed the first is true, and
thus that bias in embeddings can perpetuate harm-
ful stereotypes (Bolukbasi et al., 2016; Caliskan
et al., 2017), this has not been conclusively estab-
lished (Gonen and Goldberg, 2019; Nissim et al.,
2019; Ethayarajh et al., 2019). To further compli-
cate matters, multiple methods of quantifying bias
have been proposed, often in response to one an-
other’s limitations (see Section 2.1). It is unclear
how they compare and which are more reliable.

This work shows that the use of gender base
pairs in bias identifying techniques has serious lim-
itations. We propose three criteria to evaluate the
performance of gender bias measures using base
pairs and systematically compare four popular mea-
sures, showing both that they not robust, and that
they do not accurately reflect common types of soci-
etal bias. In addition, we demonstrate that the types
of analogies proposed in Bolukbasi et al. (2016)
are unsuitable indicators of bias; what is ascribed
to social bias in analogies is actually an artifact
of high cosine similarity in the base pair, which
is arguably positive. Our argument is not that em-
beddings are free of bias; rather it is that bias is
a complex problem and current bias measures do
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not completely solve it. This has important impli-
cations for future work on bias in embeddings and
debiasing techniques.

The primary contributions of this work are to:
(1) demonstrate the output of gender bias measures
is heavily dependant on a chosen gendered base
pair (e.g. (she,he)) and on the form of a word
considered (e.g. singular versus plural); (2) show
the measures cannot accurately predict either the
socially stereotyped gender of human traits or the
correct gender of words when this is encoded lin-
guistically (e.g. lioness); (3) show that analogies
generated by gender base pairs (e.g. (she, he)) are
flawed indicators of bias and the widely-known ex-
ample “Man is to computer programmer as woman
is to homemaker” is not due to gender bias and
(4) highlight the complexities of identifying bias
in word embeddings, and the limitations of these
measures.

2 Related Work

2.1 Bias Measures

A variety of gender bias measures for word embed-
dings have been proposed in the literature. Each
takes as input a word w and a gendered base pair
(such as (she, he)), and returns a numerical output.
This output indicates both the magnitude of w’s
gender bias with respect to the base pair used, and
the direction of w’s bias (male or female), which is
determined by the sign of the score.

Direct Bias (DB) (Bolukbasi et al., 2016) de-
fines bias as a projection onto a gender subspace,
which is constructed from a set of gender base pairs
such as (she, he). The DB of a word w is com-
puted as wp = Ele(ﬁ - bj)bj, where % is the
embedding vector of w, the subspace B is defined
by k orthogonal unit vectors b1, ..., by, and vectors
are normalised. In addition, the authors propsed a
method of debiasing embeddings based off of DB.

There is ambiguity in Bolukbasi et al. (2016)
about how many base pairs should be used with
DB; while experiments to identify bias use only
one (namely (she, he)), a set of ten is used for
debiasing.! It is unclear why the particular ten pairs
used were chosen, and the extent to which their
choice matters. We follow recent work (Gonen
and Goldberg, 2019; Ethayarajh et al., 2019) that
evaluates DB and focus on the case of a single base

'The set of gender-defining pairs used is {(she, he),(her,
his), (woman, man), (mary, john), (herself, himself), (daughter,
son), (mother, father), (gal, guy), (girl, boy), (female, male)}.

pair, i.e. kK = 1. The DB of w with respect to the
gender base pair (x,y) is then & - (7 — /).

Caliskan et al. (2017) created an association
test for word embeddings called WEAT to identify
human-like biases. The Word Association (WA),
the key component of WEAT, measures the associ-
ation of w with two sets of attribute words, X and
Y. More formally, WA is computed as:

meangex cos (W, ) — meanyecy Cos (W, 7)

To allow for a fair comparison with other methods
being evaluated, we focus on the case where the
attribute sets contain a single word, i.e., X = {z}
and Y = {y}. Then WA and DB are equivalent as:

cos (W, 2)—cos (W, ) = o ( z z )

Al N2l Tyl

Since DB and WA assign a word the same score,
we will use DB/WA to refer to both measures.

Gonen and Goldberg (2019) argued that bias
cannot be directly observed, as assumed in meth-
ods such as DB, and that the debiasing method of
Bolukbasi et al. (2016) is ineffective. They pro-
posed the Neighbourhood Bias Metric (NBM),
which measures the bias of a word w as the per-
centage of socially female-biased words and male-
biased words among its K nearest neighbours in
a set of predefined gender-neutral words. Setting
K = 100, the NBM bias of a target word w is
measured as:

| female(w)| — |male(w)]
100 ’

where female(w) and male(w) are sets of so-
cially biased and male words in the neighborhood
of w. The bias direction of words in w’s neigh-
borhood is computed using the DB metric with a
single base pair. Gonen and Goldberg (2019) use
DB with base pair (she, he); our work considers a
more general form with base pair (z,y).
Ethayarajh et al. (2019) draw attention to the
lack of theoretical guarantees surrounding previous
work on bias and debiasing. They argue WEAT
overestimates bias and is not robust to the choice
of defining sets. In addition, and in contrast Gonen
and Goldberg (2019), they argue that DB and the
debiasing method based off it are effective, but state
vectors used with DB should not be normalised.
They propose Relational Inner Product Associ-
ation (RIPA) and state that RIPA is most inter-
pretable with a single base pair, a key advantage
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of it being that it (unike WEAT) does not depend
on the base pair used. With a single base pair, the
RIPA bias of w with the base pair (z, y) is:

* (=)

2.2 Analogies

An alternative approach to identifying gender bias
in embeddings is via word analogies. Unlike
the gender bias measures dicussed in Section 2.1,
analogies do not measure the bias of a particular
word. Instead, they identify pairs of words which
are assumed to have a gendered relationship.
Analogies in word embeddings are important be-
cause it has been observed that embedding vectors
seem to possess unexpected linear properties: vec-
tors associated with word pairs sharing the same
analogical relationship can be identified using vec-
tor arithmetic (Mikolov et al., 2013a; Levy and
Goldberg, 2014; Ethayarajh et al., 2018). A no-
table example of this phenomena is king - man +
woman =~ queen (Mikolov et al., 2013c). This
relationship is frequently attributed to a gender
difference vector between man and woman, and
P .
between king and quw (Mikolov et al., 2013c;
Ethayarajh et al., 2018). Analogies are considered
a benchmark method of measuring the quality of
embeddings, though their suitability has been de-
bated (Linzen, 2016; Drozd et al., 2016; Gladkova
et al., 2016). The standard approach to solving ‘a
isto b as cisto ?,” is to return:

dj = argmaz CosSim (W, T -7 +7),
weV’

where V' is the embedding vocabulary excluding
{a, b, c} (Levy and Goldberg, 2014).

Bolukbasi et al. (2016) proposed using analo-
gies to quantify gender bias in embeddings and
proposed a modified analogy task to produce analo-
gies from the gender base pair (she, he). The task
identifies word pairs (z,y), such that “he is to z as
she is to y”, where || 7 — 7/|| = 1. This method
was expanded to mutli-class forms of bias such
as racial bias by Mehrabi et al. (2019). However,
the suitability of analogies as indicators of bias
was questioned by Nissim et al. (2019), who high-
lighted the fact that the approach used by Bolukbasi
et al. (2016) did not allow analogies to return their
input words, thus artificially increasing the percep-
tion of bias.
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3 Approach

Our aim is to examine the extent to which bias iden-
tifying techniques are reliabily capturing societal
gender bias. Bias is a highly complex concept, and
although the four bias measures (DB, WA, NBM
and RIPA) may detect certain kinds of bias, there is
no theoretical guarantee they will detect all forms,
that the “bias” they find will be accurate or that
different choices of base pair will behave similarly.
We therefore explore whether the bias measures are
robust in detecting the bias they appear to detect
and if there are forms of bias they are not sensitive
to. We propose three conditions to test this:

1) Base pair stability: If bias measures cap-
tured real-world information in a reliable way, it
would be expected that reasonable changes of the
base pair, such as (she, he) to (woman,man)
or (she, he) to (She, He), would not frequently
cause a significant change in bias.

2) Word form stability: While different forms of
a word, such as plurals, have different contexts and
word vectors, their social bias will not significantly
change and they should have similar bias scores.
3) Linguistic correspondence: We explore the ex-
tent to which the measures predict the expected
gender of terms containing explicit gender infor-
mation (e.g. “lioness”) or, based on some accounts,
stereotypically (e.g. “compassionate’).

Of course, due to noise and the problem of im-
plicit bias, these three conditions may not always
be true. However, if they do not hold the majority
of the time, it must be questioned if the measures
are reliably identifying social bias.

4 Data

To allow for fair comparisons, we use the same
datasets as previous work where possible:
Embeddings: 300-dimensional Google News
word2vec (Mikolov et al., 2013a,b).

Professions: A list of 320 professions (Bolukbasi
et al., 2016), often used to analyse bias measures.
Base pairs: A standard list of 10 gender base pairs,
including (she, he) (Bolukbasi et al., 2016).
Gender neutral: For NBM, we use the set of
26,145 gender neutral words defined in (Gonen
and Goldberg, 2019).

In addition, we construct two new test sets, both
listed in Appendix A:

BSRI: To assess whether word embeddings con-
tain undesirable gender stereotypes, we utilise the
Bem Sex Role Inventory (BSRI) which developed



a list of 20 traits for men and 20 for women that
are considered to be socially desirable, such as “as-
sertive”” and “compassionate” respectively (Bem,
1974).2 Although derived in the 1970s, this work
remains one of the most influential and widely
accepted measures of socially constructed gender
roles within the social sciences, e.g. (Holt and Ellis,
1998; Dean and Tate, 2016; Starr and Zurbriggen,
2016; Matud et al., 2019). Of particular relevance
to NLP applications, Gaucher et al. (2011) use
BSRI to identify gender-biased language in job
advertisements and demonstrate this language can
contribute to workplace gender inequality. BSRI
traits not in the embedding vocabulary (e.g. “will-
ing to take risks”) were removed. For each remain-
ing trait, we queried Merriam Webster for other
forms of that word (for example, “assertiveness”
is a form of “assertive”), resulting in a list of 58
characteristics (27 male and 31 female).

Animals: Some words, including the names of
certain animals, encode gender linguistically (e.g.
“lioness”). Wikipedia provides a table of male and
female versions of animal names.> This table was
downloaded, and duplicates, rare words and terms
whose animal usage is uncommon (for example, a
“cob” is a male swan) were removed. This resulted
a set of 26 terms consisting 13 female-male pairs
such as (hen, rooster).

5 Evaluation

Evaluating gender bias measures is a complex
task as there is no inherent ground truth interpre-
tation of the measure’s results. For example, it
is unclear when a bias score is problematic. We
choose to evaluate the four bias measures (DB,WA,
NBM and RIPA) in two ways, first by considering
whether a word is assigned a male or female bias,
and second what the magnitude of that score is.
The bias direction (male or female) assigned by
a measure to a word is determined by the sign of
the score (whether a positive score denotes male
or female bias depends on the ordering of the base
pair words). The assignment of bias direction is
viewed an annotation task in which a bias measure
(with a specified base pair) is considered an “anno-
tator” making assignments. Consistency between
annotators (i.e. versions of bias measures) can be

2Q0ur use of BSRI should not be interpreted as an endorse-
ment of these traits as either accurate or desirable; rather we
use them as a dataset of commonly held stereotypes.

*https://en.wikipedia.org/wiki/List_of_animal_names

computed using Cohen’s kappa to determine pair-
wise agreement (Cohen, 1960) and Fleiss’ kappa
(Fleiss, 1971) for multiple annotators. We follow a
widely used interpretation of kappa scores (Landis
and Koch, 1977).

The second method of evaluation is an analysis
of the magnitude of bias assigned. Previous work
in this area does not define what constitutes a “sig-
nificant” change of the magnitude of a bias score.
Therefore, we estimate the mean bias in the embed-
ding space as follows: The 50,000 most frequent
words in the embedding vocabulary were selected
and, following Bolukbasi et al. (2016), all words
containing digits, punctuation or that were more
than 20 characters long were removed. For each of
the remaining 48,088 words, their bias score was
calculated with respect to each of the 10 base pairs
(so for each measure, there are 480,880 scores).
An examination of these scores revealed them to
appear approximately normally distributed and so
their mean and standard deviation are used as an ap-
proximation of the population mean and standard
deviation (see Table 1). We consider a relevant
change in magnitude to be a change of at least one
standard deviation.

DB/WA RIPA NBM

-0.001 0.024 -0.038
0.053 0.239 0.431

Mean
Standard Dev.

Table 1: Mean and standard deviation of bias scores for
each measure.

6 Results

Base pair stability: The first experiment explored
the robustness of the four measures (DB,WA,
RIPA and NBM) to changing the base pair. For
example, Figure 1 illustrates the effects of chang-
ing the base pair on the bias score of the word
“professor.” More comprehensively, for each bias
measure we computed the bias assigned to each
profession for each base pair, and then calculated
the agreement between the 10 base pairs via Fleiss’
kappa coefficient. The changes in the bias magni-
tude of a word between base pairs were also com-
puted. Results are shown in Table 2. The level
of agreement of bias direction between base pairs
was fair (0.29) for NBM and moderate (0.42 and
0.45) for RIPA and DB/WA. This means that chang-
ing the base pair frequently caused a profession’s
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Figure 1: Graphs demonstrating bias score variations. Each graph represents a measure, with the mean and standard
deviation of that measure (Section 5) denoted by dashed lines. Positive and negative scores indicate female and
male bias respectively, while larger absolute values show higher levels of bias. The bias scores of the word “pro-
fessor” and and its variations (“professors,” Professor”” and “PROFESSOR”) are shown, as calculated according to
each base pair (such as (she, he) and (her, his)). The graphs demonstrate that the bias direction and magnitude
of bias of each word depend heavily on which base pair is chosen. They also show that the different forms of the

word exhibit different behaviour.

Kappa Magnitude

DB/WA 0.45 0.69
RIPA 0.42 0.66
NBM 0.29 0.71

Table 2: For the 320 professions 1) the level of agree-
ment kappa between bias directions assigned by each
of the ten base pairs and 2) the mean proportion of sig-
nificant magnitude changes over the 10 base pairs. For
1), higher is better, and for 2), lower is better.

bias direction to change. For example, the RIPA
direction of “surgeon” is male for (she, he) but fe-
male for (woman, man). For a given profession,
only about a quarter of DB/WA and RIPA direc-
tions were the same for every base pair, and fewer
than 15% of NBM directions were. With regards to
score magnitudes, on average over the professions,
66% of base pair changes saw a relevant change in
magnitude (more than one standard deviation) for
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RIPA, 69% for DB/WA and 71% for NBM.

Next, to explore the robustness of the form of
the base pairs chosen, we compared the bias direc-
tion assigned to each of the 320 professions by a
base pair to the bias direction assigned by the capi-
talised form (first letter capitalised) of that base pair
(for example, (she, he) versus (She, He)). The
level of agreement of bias direction between each
two base pair forms was calculated using Cohen’s
kappa coefficient, results are shown in Table 3. The
mean of the level of agreement over each of the 10
base pairs ranged from 0.39 (fair) to 0.43 (moder-
ate), with many individual agreements below mod-
erate level. In particular, an agreement level of
only 0.03 (very slight) is found for the base pair
(gal, guy) compared with (Gal, Guy) for DB/WA.
Word form stability: The second experiment ex-
amined the measures’ robustness to changing the
form of a word considered by comparing a word’s
plural, capitalised (first letter capitalised) and up-



percase (all letters capitalised) forms to its base
form. For example, “professors,” “Professor” and
“PROFESSOR” were compared to “professor” (see
Figure 1). For this experiment, only the 230 words
in the professions list whose plural, capitalised and
uppercase forms are all included in the embedding
vocabulary were used.

For each measure and base pair, the direction of
gender bias of each word form was computed, and
the pairwise level of agreement (Cohen’s kappa)
between the original form of a word and each of
its variants was calculated, see Table 4. All four
measures were found to give different versions of
the same word (plural, capital and uppercase forms)
different bias directions. For example, the DB/WA
of “surgeon” is male but of “surgeons” is female
(base pair (she, he)). For each measure, the mean
kappa coefficients were moderate for the plural cat-
egory and fair for the uppercase category. For the
capital category, they were moderate for DB/WA
and RIPA, and substantial for NBM. Since chang-
ing word form frequently changes bias direction,
these results indicate the bias measures are not re-
liably reflecting any inherent social bias encoded
into the word vectors, and that the gender bias di-
rection assigned to a profession is not robust.

Linguistic Correspondence: The final experi-
ment examined the measures’ prediction for terms
containing explicit or stereotypical gender infor-
mation, in the form of social stereotypes (BSRI)
and linguistic gender (Animals). The predicted
gender bias direction of the words in the Animals
and BSRI lists was computed for each base pair
and measure, and compared with the ground-truth
gender of the words. Table 5 shows the pairwise
agreement (Cohen’s kappa) between prediction and
ground-truth for each base pair, as well as the mean
agreement over all 10 base pairs.

The bias measures did not predict the ground-
truth gender of either set of words with high ac-
curacy; mean agreement levels varied from 0.17
(slight) to 0.42 (moderate). For example, the NBM
gender prediction for “bull,” a male animal, was
female and the direction of the feminine BSRI
trait “compassionate” was male (both for base
pair (woman, man)). As with the previous ex-
periment, different forms of the BSRI words fre-
quently were assigned opposite genders: unlike
“compassionate”, “compassionately” had the cor-
rect NBM gender prediction, again with base pair
(woman, man). The BRSI results were overall

poorer than the Animal results, with some base
pairs having negative kappa scores, indicating less
agreement than random chance. This may be be-
cause the BSRI stereotypes are less likely to be
mentioned in the context of base pair words like
“he” and “she.” Interestingly, the highest scoring
BSRI base pair was (mother, father). Some of
the inaccurate predictions for the animal words may
come from the fact that some terms can both refer
to males and be gender neutral, e.g. “lion.”

7 Discussion

Lack of Robustness: The experiments in this
work empirically showed that the four bias mea-
sures are not robust to changing either the base pair
or the form of a word used (such as singualar to plu-
ral). We hypothesise there are two primary reasons
for this: sociolinguistic factors and mathematical
properties of the bias measure formulae.

It is highly likely that linguistic properties of the
base pair chosen effect bias measure robustness.*
For example, (she, he) has quite different sociolin-
guistic connotations to the more casual (gal, guy),
and “she” and “he” are clearly linguistic opposites,
unlike “Mary” and “John.” Our results indicate that
more neutral base pairs which are linguistic oppo-
sites, such as (she, he) or (man,woman) are the
most robust. However, even they exhibit variation
and struggle particularly to pick up on social stereo-
types (the BSRI agreements for (man,woman)
are all close to zero, indicating random chance).

A further reason that the bias measures are not
robust is their reliance on the direct output of a dot
product, which is sensitive to the input vectors used.
Given a base pair (a, b), we will refer to @ — T as
its difference vector. The 10 base pairs have highly
similar difference vectors: the mean over the 10
base pairs of cos(d@ — 7, - 7), where (a, b)
and (c, d) are base pairs is 0.5. While this is very
high for embedding vectors,’ it does not guarantee
W (7 —Y)and W - (d — ?) will have the
same sign for all words w, resulting in opposite
bias directions. The same sensitivity explains why
words and their plurals can be assigned opposite
bias directions, even if they have similar embed-
dings. Furthermore, similarity between base pair
difference vectors is highly correlated with agree-

*Our choice of base pairs follows previous work.
We randomly sampled 100,000 sets of words {a, d, ¢, d}

_>
and computed 005(7 —b,7 - 7); the sample mean was
0.00, with standard deviation 0.09.
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She Her Woman Mary Herself Dgtr Mother Gal Girl Female
He His Man John Himself Son Father Guy Boy Male Mean
DB/WA 0.65 0.53 0.56 0.32 0.60 0.28 040 0.03 0.49 038 042
RIPA 0.80 0.56 0.58 0.32 0.59 0.27 0.31 0.04 049 035 043
NBM 0.58 0.65 0.61 0.19 0.69 0.18 0.23 0.10 0.53 0.18  0.39

Table 3: Results of the base pair stability experiments: Agreement between the bias directions assigned by a base
pair and its capitalised form (e.g. (she,he) and (She, He)) for the 320 professions, and the mean over all base pairs.

she  her woman mary herself dgtr mother gal girl female
he  his man john himself son father guy boy male Mean
DB/WA 0.50 0.51 053 035 047 033 042 047 052 053 046
Plural RIPA 0.57 0.58 0.63 039 053 046 044 053 0.53 0.50 0.52
NBM 0.69 0.57 0.72 038 0.65 032 050 059 0.60 0.62 0.56
DB/WA 0.61 0.66 0.59 042 067 0.79 0.61 050 0.50 044 058
Capital RIPA  0.60 0.60 0.54 036 059 0.69 0.61 054 0.53 045 055
NBM 0.77 0.63 0.68 054 074 0.68 0.61 0.71 0.65 0.63 0.66
DB/WA 0.19 0.35 043 0.17 029 048 0.18 020 0.34 0.30 0.29
Upper RIPA 035 0.38 040 0.16 035 053 022 020 0.30 027 032
NBM 0.50 0.52 049 025 052 040 022 046 0.54 0.13 040

Table 4: Results of the word form stability experiments: Agreement between the bias direction of a profession and
its plural, capital and uppercase forms for each base pair, and the mean over all base pairs.

she  her woman mary herself dgtr mother gal  girl female
he  his man john himself son father guy  boy male Mean
DB/WA 035 0.37 0.07 -0.03 0.14 0.03 045 039 -0.08 0.01 0.17
BSRI RIPA 044 040 0.09 -0.08 0.12 0.16 045 0.39 -0.08 0.01 0.19
NBM 0.27 032 -0.01 0.01 027 0.17 046 0.14 0.18 -0.04 0.18
DB/WA 0.54 0.38 0.54 054 054 031 023 046 0.54 0.08 0.42
Animal RIPA 031 0.38 0.31 046 046 023 023 054 046 0.08 0.35
NBM 0.31 0.08 0.15 0.15 0.15 0.00 0.08 046 0.15 0.00 0.15

Table 5: Results of the linguistic correspondence experiments: Agreement between the ground-truth and predicted
gender for each base pair, and the mean over all 10 base pairs.

she her woman mary herself dgtr mother gal girl female
he his man john himself son father guy boy  male Mean
DB/WA & RIPA  0.69 0.86 0.64 0.90 0.82 0.79 092 0.85 0.89 0.96 0.83
DB/WA & NBM 0.54 0.37 0.62 0.44 0.55 0.54 046 0.34 048 047 048
RIPA & NBM 0.52 042 0.66 0.41 0.57 0.57 047 029 047 0.50 049

Table 6: Comparing bias measures: Agreement between the bias direction assigned by each pair of bias measures
(with a fixed base pair) for the 320 professions, and the mean over the 10 base pairs.
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Figure 2: Correlation between the cosine similarity of
the base pair difference vectors and the corresponding
pairwise kappa coefficients for the DB/WA professions
bias directions.

ment between bias directions: For each base pair
(a,b), we computed cos( @ — 7, - 7), for each
of the other 9 base pairs (¢, d), and compared these
scores to the pairwise agreements between the cor-
responding DB/WA bias directions assigned to the
professions. There was a high Pearson correlation
(max p-value 0.005) in each case, see Figure 2.

The lack of robustness of the gender bias mea-

sures means care should be taken is ascribing their
output to historic bias in the training data or al-
gorithmic bias in the embedding process. Rather,
our analysis indicates that a significant proportion
of the “bias” found is an artifact of the evaluation
method (bias measures) used.
Comparing Bias Measures: A limitation of previ-
ous work is it unclear which of the proposed gender
bias measures is best, even though they are often
introduced as alternatives to one another. The re-
sults of our study are mixed and no one measure
emerges as reliable.

Despite NBM being designed as an alternative
to DB, which takes into account the socially biased
neighbours of a word, our experiments found it
performs more poorly on the socially biased terms
(BSRI) than DB with its recommended base pair
(she, he) (Table 5). Conversely, it was less sensi-
tive to different word-forms (Table 4). This is likely
because different forms of w share ¢ ommon sub-
sets of top K -neighbors with w. Furthermore, Etha-
yarajh et al. (2019) claim RIPA is an improvement
on WA because RIPA is robust to changing the base
pair if the two corresponding difference vectors are
“roughly the same,” and give (man, woman) and
(king, queen) as an example. However, we find
this claim does not hold: this change of base pair
causes 28% (91) of the Professions words to alter
their RIPA bias direction.

Finally, we compared agreement between the

bias directions assigned to the professions by dif-
ferent pairs of measures (Table 6). The results show
that on average, there is an almost perfect level of
agreement (0.83) between RIPA and DB/WA, and
moderate levels of agreement between NBM and
the other measures. As RIPA and DB/WA have
very similar formulae, the high level of agreement
between them for each base pair indicates that the
choice of base pair is highly influential and more
important than the difference in their formulae. Fig-
ure 1 illustrates this point by showing that the mea-
sures tend to change in a similar manner from base
pair to base pair for each word variant.
Analogies do not indicate bias: Analogies are of-
ten used as evidence of bias in word embeddings
(Bolukbasi et al., 2016; Manzini et al., 2019). This
section argues they are unsuitable indicators of bias
as they primarily reflect similarity, and not neces-
sarily linguistic relationships like gender. More
formally, given an analogy “a is to b as c is to 7,”
we show, using multi-dimensional vector-valued
functions (Larson and Edwards, 2016), that if there
is a high cosine similarity between a and c, the
predicted answer will be a word similar to b.

Suppose a function F' : R™ — R" has com-
ponent functions f; : R™ — R, i € {1,...,n},
where F(7') = (fi(2))L, and T = (a;)T,.
Then the limit of F', if it exists, can be found by
taking the limit of each component function:

lim F(Z) = lim fi(7

Jim F(T) (ﬂ%f( )>“
_)

For fixed Vectogﬁ, b e R? let I : R — R",

Z— Z—d+b.Fcanbe expressed component-

wise as F(7') = (fi(@))iy = (21 — a; + b)),

Then as each component function is continuous:

?ZT%F(?) = ( lim, (z; — a; + bi)>i:1
= (a; — a; + b;)i—y
=

Thus as 7 approaches a7 —d+ ? approaches
b . For embeddings, this means if s sufficiently
similar to @, by Equation 2.2, we expect the pre-
dicted answer d* to the analogy “a is to b as c is to
?7” to be a word whose vector is similar to b . This
was demonstrated empirically in (Linzen, 2016).
Implications of the well-known analogy “man
is to computer programmer as woman is to
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homemaker” should be reinterpreted in light
of this insight. Previous interpretations took
this analogy to be evidence of systematic gen-
der bias in the embedding space (Bolukbasi et al.,
2016). However, there is a very high cosine
similarity between man and womar, (0.77)%;
in fact, each is the most similar word to the
other in the embedding space. The vectors for
computer programmer and homemaker are
also highly similar (0.50). The presence of
homemaker can therefore be explained by its
similarity to computer programmer rather than
gender bias. Of course, embedding vector sim-
ilarity does frequently indicate word relatedness
(e.g. “king” and “queen’”). However, vector sim-
ilarity may also be due to noise. As there is no
obvious linguistic relationship between the words
homemaker and computer programmer and
neither are common words in the embedding vo-
cabulary, we posit the latter is the case.

This analogy has been taken as evi-
dence of a gendered relationship between
computer  programmer and homemaker
because it has been assumed that the principal
relation between the vectors for man and woman
is gender, and that this relation carries over
to computer programmer and homemaker.
This argument rests on the supposition that the
difference vector mar — woman encodes gender.
However, embeddings were not designed to have
such linear properties and their existence has been
debated (Linzen, 2016). Furthermore, the top
solution for “man is to apple as woman is to
7’ is apples, but the relationship between apple
and apples is clearly pluralisation rather than
gender. More generally, we took the commonly
used Google Analogy Test Set (Mikolov et al.,
2013a) which contains 19,544 analogies (8,869
semantic and 10,675 syntactic) split into 14
categories, such as countries and their capitals.
This set contains 550 unique word pairs (z,y)
(such as (apple, apples)) unrelated to gender.” In
general, the two words in each of the 550 word
pairs are highly similar to each other, with mean
cosine similarity 0.62 and standard deviation
0.13. We tested the analogy “man is to x as
woman is to 77 using Equation 2.2. This resulted

®By comparison, the mean cosine similarity for 100,000
pairs of words randomly sampled from the embedding space
was 0.13, with standard deviation 0.11.

"The category “family” was excluded as there are gender
relationships between the word pairs.
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in 22% being correctly solved (i.e. returning
), including 76% correct in the “gram8-plural”
category, which contains pluralised words (note
that the analogy not being solved correctly does
not imply a dissimilar vector is being returned).
This demonstrates that “man is to x as woman
is to 7” frequently solves analogies by returning
words whose vectors are similar to 7, without
any need for a linguistically gendered relationship
between x and the returned word.

These observations have further implications for
the biased analogy generating method of Boluk-
basi et al. (2016), which was extended in (Manzini
et al., 2019). This method leveraged the base pair
(she, he) to find word pairs (z, y), such that “he is
to x as she is to 3, where || 7 — /|| = 1. How-
ever, the condition || 2 — /|| = 1 is equivalent to
cos(Z, ) = 1. This forced similarity between
x and y combined with the high similarity of she
and he (0.61) means this method is simply return-
ing word pairs with a high similarity. Alternative
choices of gender base pair such as (woman, man)
would suffer from the same flaw. Consequently,
analogies produced using this method should be
treated with caution.

8 Conclusions

There has been a recent focus in the NLP com-
munity on identifying bias in word embeddings.
While we strongly support the aim of such work,
this paper highlights the complexity of trying to
quantify bias in embeddings. We showed the re-
liance of popular gender bias measures on gender
base pairs has strong limitations. None of the mea-
sures are robust enough to reliably capture social
bias in embeddings, or to be leveraged in debiasing
methods. In addition, we showed the use of gender
base pairs to generate “biased” analogies is flawed.
Our analysis can contribute to future work design-
ing robust bias measures and effective debiasing
methods. Although this paper focused on gender
bias, it is relevant to work examining other forms
of bias, such as racial stereotyping, in embeddings.
Code to replicate our experiments can be found
at: https://github.com/alisonsneyd/Gender_

bias_word_embeddings
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A Appendix

BSRI Female Terms: affectionate, affectionately,
cheerful, cheerfully, cheerfulness, childlike, com-
passionate, compassionately, feminine, femininely,
gentle, gently, gullible, gullibility, gullibly, loyal,
loyally, shy, shyly, shyness, sympathetic, sympa-
thetically, tender, tenderly, tenderness, understand-
ing, understandingly, warm, warmish, warmness,
yielding

BSRI Male Terms: aggressive, aggressively, ag-
gressiveness, aggressivity, ambitious, ambitiously,
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ambitiousness, analytical, analytically, assertive,
assertiveness, assertively, athletic, athleticism, ath-
letically, competitive, competitiveness, competi-
tively, dominant, dominantly, forceful, forceful-
ness, independent, independently, individualistic,
masculine, selfsufficient

Female Animal Terms: bitch, cow, doe, duck,
ewe, goose, hen, leopardess, lioness, mare, queen,
Sow, tigress

Male Animal Terms: dog, bull, buck, drake, ram,
gander, rooster, leopard, lion, stallion, drone, boar,
tiger
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