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Abstract

Named entity disambiguation is an important
task that plays the role of bridge between text
and knowledge. However, the performance of
existing methods drops dramatically for short
text, which is widely used in actual applica-
tion scenarios, such as information retrieval
and question answering. In this work, we pro-
pose a novel knowledge-enhanced method for
named entity disambiguation. Considering the
problem of information ambiguity and incom-
pleteness for short text, two kinds of knowl-
edge, factual knowledge graph and conceptual
knowledge graph, are introduced to provide ad-
ditional knowledge for the semantic matching
between candidate entity and mention context.
Our proposed method achieves significant im-
provement over previous methods on a large
manually annotated short-text dataset, and also
achieves the state-of-the-art on three standard
datasets. The short-text dataset and the pro-
posed model will be publicly available for re-
search use.

1 Introduction

Name entity disambiguation (NED) aims to asso-
ciate each entity mention in the text with its cor-
responding entity in the knowledge graph (KG).
It plays an important role in many text-related ar-
tificial intelligent tasks such as recommendation
and conversation, since it works as a bridge be-
tween text and knowledge. In decades, researchers
devoted their efforts to NED in many ways, in-
cluding the rule-based methods (Shen et al., 2014),
the conventional statistic methods (Shen et al.,
2014) and the deep learning methods (Octavian-
Eugen Ganea, 2017). On formal text, state-of-the-
art methods achieve high performance thanks to the
well-written utterance and rich context. However,
experiments show that the performance of these
methods degrades dramatically on informal text,

for example, the short text widely used in many
real application scenarios such as information re-
trieval and human-machine interaction. It is diffi-
cult for existing methods to make decisions on the
non-standard utterance without adequate context.

The discrimination procedure of NED depends
on sufficient context in the input text, which is
usually noisy and scarce in the short text used in in-
formation retrieval and human-machine interaction.
For example, an analysis based on search engine
logs demonstrates that a search query contains 2.35
words on average (Yi Fang, 2011). Such short text
could not provide adequate context which is neces-
sary for NED models. In recent years, many efforts
improve NED by exploiting more powerful models
and richer context information (Shen et al., 2014).
These methods mainly focus on the better utiliza-
tion of existing context. Therefore, they can not
improve NED effectively on short text since the
problem of information shortage still exists. Intu-
itively, it is hard for NED to achieve essential im-
provement on short text if it can not exploit external
information to enhance the recognition procedure.

In information scarce situations, human beings
can still perform recognition by association with
related external information, such as commonsense
or domain-specific knowledge. It inspires us that,
NED on short text could be improved if appropri-
ate external knowledge can be retrieved and con-
sidered. We propose a novel knowledge-enhanced
NED model, where the prediction procedure of
NED is enhanced by two kinds of knowledge for-
malized as two different KGs. The one kind is
conceptual knowledge formalized as a conceptual
KG, it is used to augment the representation of the
entity mention by giving the mention a concept
embedding. The other kind is factual knowledge
formalized as a factual KG, it is used to augment
the representation of each candidate entity by giv-
ing the entity an entity embedding. The augmented
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Figure 1: Short text entity disambiguation and our method. We solve the problem of entity disambiguation of
sparse short texts through dynamic conceptualization and entity context embedding.

representations of the mention context and the can-
didate entities are used in a matching network for
better NED prediction.

We validate the knowledge-enhanced NED
model on three public NED datasets for short text
(NEEL, KORE50 and FUDAN) as well as our new
dataset (DUEL), which is constructed for informa-
tion acquiring scenarios and will be publicly avail-
able for research use. Experiments show that the
knowledge-enhance NED model performs signifi-
cantly better than previous methods. It shows the ef-
fectiveness of external knowledge in improving the
prediction of NED in information scarce situations.
The contribution of our work includes two aspects.
First, we introduce conceptual and factual knowl-
edge to improve NED for short text for the first
time, and achieve significant improvement. Second,
we release a large-scale good-quality NED dataset
for short text for information acquisition scenarios,
which is complementary existing datasets.

The rest of this paper is organized as follows.
We first introduce the NED task and the baseline
method (section 2), and then describe the architec-
ture and details of our knowledge-enhanced model
(section 3). After giving the detailed experimen-
tal analysis (section 4), we give the related work
(section 5) and conclude the work.

2 Task Definition and Baseline Model

NED is a fundamental task in the area of natural lan-
guage processing and knowledge base. It aims to

associate each entity mention in the given text with
its corresponding entity in the given KG. Formally,
given a KG G and a piece of text T , it assigns each
mention m ∈ T with an entity e ∈ G indicating
that m refers to e, or with the symbol φ indicating
that there is no corresponding entity.

The disambiguation procedure can be formalized
as matching between the context of the mention and
each candidate entities.

f(m) =


argmaxe∈e(m)(s(e, c(m))),

e(m) 6= ∅
φ, otherwise

(1)

Here, the function e returns the entity candidate
set for a given mention, and the function c returns
the context of the given mention. The function s
is used to evaluate the matching degree between
context and candidate, and is usually implemented
as matching networks. If the entity candidate set
is empty or the highest matching score is bellow
a given threshold, the function f returns φ for the
given mention. The conditions G and T in the
functions e and c are omitted in the equation for
simplicity.

We adopt the deep structured semantic model
(DSSM) (Huang et al., 2013) as the baseline model
for NED(Nie and Pan, 2018). Based on a self-
attention matching network, DSSM maps the can-
didate entities and the context to the same semantic
space, and finds the candidate entity that best se-
mantically matches the context. The representation
learning for both entities and contexts is enhanced

https://github.com/luge-ai/luge-ai/blob/master/information-extraction/entity_linking.md
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Figure 2: The architecture of our proposed entity disambiguation model K-NED.

by word2vec (Tomas Mikolov, 2013). In this work,
we focus on the problem of NED itself, that is,
predicting the right entity candidate for each given
entity mention. The entity mentions needed for
NED are simply derived from the results of named
entity recognition (NER).

3 Knowledge-Enhanced NED Model

For short text used in information acquisition sce-
narios such as information retrieval and question
answering, the lack of both lexical and syntactical
information obstacles the precise disambiguation
of entity mentions. For human beings, however, the
problem of information scarcity does not hinder the
disambiguation procedure. This is because there
are many implicit assumptions and apriori knowl-
edges in these information acquisition scenarios,
which can be effectively considered by association
and imagination during disambiguation procedure.
Inspired by this, we propose a knowledge-enhanced
NED model (K-NED) for short text, where two
kinds of knowledge are introduce to provide addi-
tional information for better disambiguation perfor-
mance. Figure 2 gives the overall architecture of
the model.

The overall procedure of the K-NED model is
a pipeline including feature extraction and seman-
tic matching, where the former is composed of
two sub-procedures, taking charge of feature ex-
traction for mention context and candidate entity,
respectively. Rather than considering only the ut-
terance of the input text, the feature extraction pro-
cedure also considers external knowledge for better

representation. In details, the feature extraction
sub-procedure for mention context is enhanced by
conceptual knowledge formalized as a conceptual
KG, which augments the representation of the men-
tion context by giving each word a concept embed-
ding; while the sub-procedure for candidate entity
is enhanced by factual knowledge formalized as a
factual KG, which augments the representation of
each candidate entity by giving the entity an entity
embedding. The augmented representation is used
in the following semantic matching procedure for
better prediction.

The major difference of the K-NED model is the
introduction of external knowledge in the represen-
tation learning procedure. For the representation
learning procedure, it simply uses the pre-trained
word2vec language model to take charge of the con-
ventional utterance representation learning. For the
semantic matching procedure, it directly adopt the
self-attention matching network based on DSSM.
Given a mention m and a candidate entity e, the
word2vec-based module gives two representation
vectors, rlmm and rlme , while the KG-based modules
give another two representation vectors, rkgm and
rkge . The concatenation of the four representation
vectors is fed into the matching network to obtain
the matching degree. Based on the utterance of
m or e, the word2vec-based representation vector
rlmm or rlme is obtained by averaging the hidden
representations for the words or characters in the
utterance.

We omit the detailed descriptions of the
word2vec-based feature extraction and the DSSM-
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based semantic matching owing to space limita-
tions. In the following subsections, we describe
in details the computation procedures for the KG-
based feature extraction.

3.1 KG-enhanced Representation of Mention

The concepts in a conceptual KG can be treated as
upper classes of the entities in the factual KG. A
concept is a name or label representing a concrete
or material existence such as a person, a place or
a thing. For example, the entity apple, maybe cor-
responds to the concept of fruits, companies and
songs. For a mention, we label the mention word
with a concept and use the concept representation
as additional feature representation of the mention.
Intuitively, the concept labeling procedure works
as a semantic bridge between the mentions and the
entities.

Different from traditional methods where men-
tions are classified into coarse-grained entity types,
the concept labeling procedure in our work classi-
fies the mentions into fine-grained concepts, which
can better utilize the context of the mentions and
provide more information for disambiguation. We
adopt a graph-based labeling algorithm for concept
labeling, as shown in Figure 3. Given a short sen-
tence, it first builds a knowledge feature network
(KFN) based on the short sentence and reference
conceptual/factual KGs, and then searches for the
appropriate concept for the mention by a random
walking algorithm. The KFN is built according
to the correspondence between the symbols in the
short sentence and the reference KGs. The symbols
include words, entity mentions and candidate con-
cepts, where the words and mentions are obtained
by lexical analysis and entity recognition, and the
concepts are obtained by matching on the reference
KGs. The KFN describes three kinds of relation-
ships, that is, the entity-concept relationship, the
concept-concept relationship and the word-concept
relationship.

The concept-entity relationship is represented by
the generation probability from concept c to entity
e. The probability p(c|e) is calculated based on the
page-view (PV) statistics of the Wikipedia entity
pages:

P (c|e) = NPV (e)∑
e′∈cNPV (e′)

(2)

The concept-concept relationship is represented by
the transition probability between two concepts,
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Figure 3: Architecture of fine-grained conceptualiza-
tion, which consists of three parts: (a) Knowledge Fea-
ture Network. (b) Sub-graph construction. (c) Concep-
tualization.

ci and cj . The probability P (ci|cj) is calculated
based on the co-occurrence frequencies of the enti-
ties under the two concepts:

P (ci|cj) =
∑

ej∈cj ,ei∈ci N(ej , ei)∑
c∈C

∑
ej∈c,ei∈cN(ej , ei)

(3)

where the co-occurrence frequency N(ej , ei), is
calculated based on the statistics of anchor links
of Baidu Encyclopedia, and w is the size of the
window that counts the co-occurrences frequencies
of the entity pair in Baidu Encyclopedia. In this
paper, w is set to 25.

N(ej , ei) = freqw(ej , ei) (4)

The word-concept relationship is represented by
the labeling probability between the word w and
the related concept c. The probability is calculated
based on the word frequency and word-concept
co-occurrence frequency:

P (c|w) = N(c, w)

N(w)
(5)

We perform a random walk algorithm (Jia-
Yu Pan, 2004) on the KFN to get the appropriate
concept of entity mention. First, we initialize the
weights of the nodes and the edges by:

E0(e) =

{
P (c|t) if e is c→ t
P (ci|cj) if e is cj → ci

(6)

N0(n) =

{
1/|T | if n is entity
0 if n is concept

(7)

Second, we iteratively update the node and edge
by:

Nk = (1− α)E′ ×Nk−1 + αN0 (8)
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Ek ← (1− β)Nk + βEk (9)

where α and β are hyper-parameters tuned on devel-
oping sets. Finally, we normalize the edge weights
and obtain the concept type with the highest weight:

c∗ = argmax
c

P (c|t)

= argmax
c

E(t→ c)∑
ci
E(t→ ci)

(10)

3.2 KG-enhanced Representation of Entity
The conventional representation for an entity is the
textual representation of the entity. Inspired by the
wide usage of distributed representation of KG en-
tities in many NLP applications, we think that such
knowledge representation is also helpful in NED.
In this work, we use both textual and knowledge
representation to better represent the semantics of
candidate entities. We propose a novel represen-
tation learning method which can simultaneously
learns both kinds of knowledge. Based on the re-
lated textual context and other information of the
entities, it uses the CBOW model with a sigmoid
layer to generate the distributed representation of
the entities.

Knowledge 
Base Text entity 

embedding

(entity, 
desc)

Positive Sample
keytexts and entities related 

to entities

Negative Sample
Hierachical negative sample

CBOW +
single layer 

NN

skipgramsequence of
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b) entity relations

a) entity text meta

    

Figure 4: Entity context embedding architecture which
combines entity relations and the entity context.

The detailed training process for the two models
will now be introduced. Figure 4 shows that the en-
tity e and its description generate the entity embed-
ding . First, a positive sample is generated by entity
description from KB (Wikipedia and Baidu Ency-
clopedia), and then word segmentation is applied
to the entity description text. We have counted the
word frequency in positive samples, and negative
samples are generated by band-frequency random
sampling. In order to learn the relationship be-
tween entities and enhanced entity representations,
we use entity co-occurrence data and KB S-P-O
data to generate training samples:

• entity co-occurrence sequence

{e1, e2, · · · , en}, which are extracted
from KB hyperlinks.

• S-P-O triples from KB, which are extracted
from the key-value block of Wikipedia and
Baidu Encyclopedia.

We obtained entity sequences as training sample,
where each entity has an entity embedding . Then
we updated the entity embedding representation
with Skip-Gram Model to enhance the inter-entity
relationships. Finally, we obtain as the final entity
embedding. Entity embedding vector are input
as feature representations of entities into an KG-
enhanced entity disambiguation network, as shown
in Figure 2.

4 Experiments and Analysis

In this section, we first introduce the experimental
dataset, and construction methods of the dataset
we published with this paper. Then, we present
evaluation metrics, the experiments conducted for
both the English and the Chinese datasets with ex-
isting approaches, and we analyze the experimental
results in detail.

4.1 Datasets

We have experimented on both Chinese and En-
glish datasets. For the English experiment, we use
Wikipedia with a release time of 202003 as KB
and apply the framework to NEEL and KORE50
datasets. For the Chinese experiment, due to the
lack of large-scale short text entity disambiguation
datasets, we constructed a dataset called DUEL and
use it as the Chinese experiment dataset alongside
the FUDAN dataset (Xu et al., 2017).

4.1.1 English Datasets
Most of the existing datasets on NED are based
on long text, which are not suitable for our task.
Two English datasets could be found that were suit-
able for short text entity disambiguation. Because
KORE50 only has test data, but no training data,
we use the training samples of NEEL as the train-
ing samples of KORE50 as well, to compare their
performances.

• NEEL(Rizzo et al., 2017): The training
dataset consists of 6,025 tweets, the valida-
tion dataset consists of 100 tweets, and the
testing dataset consists of 300 tweets.
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• KORE50(Hoffart et al., 2012): It contains 50
short sentences with highly ambiguous men-
tioned entities. It is considered to be among
the most challenging for NED. Average sen-
tence length (after removing stop words) is
6.88 words per sentence and each sentence
has 2.96 mentioned entities on average.

4.1.2 Chinese Datasets
The typical size of existing Chinese NED datasets
is about a few thousand annotated words (Rizzo
et al., 2017; Hoffart et al., 2012). Because there
is a lack of existing data sets for short text NED,
we manually construct the largest available human
annotated Chinese dataset, and we have released it
to the global research community, please refer to
this (DUEL) for more data details.

4.1.3 Construction of Our Dataset
Our dataset provides a high-precision manually-
annotated entity disambiguation dataset consistin
of 100,000 short texts. The text corpus consists of
queries and web page titles. The annotated enti-
ties are in the general domain, including instances
(e.g. Barack Obama) and concepts (e.g. Basketball
player). Table 1 and 2 depict the statistical data of
the KB and the annotated text.

Table 1: Statistics of knowledge base in our dataset.
AvgNumOfEntityProperties is the average number of
attributes for all entities.

Statistic KB
#Entities 398082
#SPO 3564565
#EntitiyDesc 361778
#AvgNumOfEntityProperties 9

Data Annotation Method: We annotated the
entire short text in the dataset by crowd-sourcing.
The same data was repeatedly labeled by three do-
main experts, then reviewed and released by addi-
tional experts. The average precision of annotating
entities is about 95.2%. The evaluation method of
dataset is as follows: given an input of a short text
q, the annotated entities is E′q = e′1, e

′
2, e
′
3, .... By

comparing the outputs E′q with additional experts-
annotated set Eq = e1, e2, e3, ..., precision P is
defined as follows.

P =

∑
q∈QEq ∩ E′q∑

q∈QEq
(11)

Comparison with previous datasets: As sum-
marized in Table 2, FUDAN is a representative
evaluation dataset for Chinese short text entity dis-
ambiguation, which consists of manually annotated
short text. Both FUDAN and DUEL consist of en-
tities in various domains (including instances and
concepts), such as persons, movies, and general
concepts. However, DUEL is much larger.

4.2 Results and Analysis

4.2.1 Evaluation Metrics
We directly use the gold standard in mentioned
entities - the NER results in the dataset, and choose
standard micro F1 score as our performance metric
for NED task (aggregated over all mentions).

4.2.2 Performance Comparison with Other
Approaches

In order to verify the enhancement of different
methods used in NED, we compare the proposed
method with several state-of-the-art approaches
both for the Chinese and the English datasets. All
of these methods are effective and comparable
in the case of short text. Our method is called
knowledge-enhanced NED (K-NED).

• FEL(Blanco et al., 2015): A toolkit for train-
ing models to link entities to KB in documents
and queries. And we use DSSM model to use
this entity embedding for comparing. We ex-
periment with default parameters.

• NTEE (Yamada et al., 2017): A neural net-
work model that learns embedding of texts
and Wikipedia entities, and then use them in
entity linking task. We experiment with de-
fault parameters.

• Mulrel-nel (Le and Titov., 2018): A python
implementation of multi-relational NED. We
experiment with default parameters.

• Fudan (Xu et al., 2017): Entity linking of
Fudan University which is a Chinese entity
linking service API.

As summarized in Tables 3, the experimental
results indicate that our approach K-NED outper-
forms existing state-of-the-art methods such as
FEL, NTEE, Mulrel-nil and Fudan on Chinese and
English datasets except on KORE50. In particu-
lar, our method disambiguate to all correct result
of the examples in Figure 1. We found that 72%

https://github.com/luge-ai/luge-ai/blob/master/information-extraction/entity_linking.md
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Table 2: Comparisons between DUEL and the FUDAN dataset. AvgLen is the average length of the annotated
text. AvgNumEntity is the average number of entities in the annotated text.

Statistic DUEL FUDAN NEEL KORE50
#Train 90000 - 6025 -
#Dev 10000 - 100 -
#Test 10000 1037 300 50
#AvgLen 21.73 23.38 16.5157 6.88
#AvgNumEntity 3.43 2.08 2.1 2.96
#Accuracy 95.2% - - -

Table 3: F1 scores on Chinese and English datasets.

Method Datasets
Chinese datasets

DUEL FUDAN
Fudan 0.861 0.945
Mulrel-nel 0.889 0.893
K-NED(Ours) 0.897 0.947

English datasets
NEEL KORE50

FEL 0.601 0.360
NTEE 0.748 0.618
Mulrel-nel 0.805 0.625
K-NED(Ours) 0.811 0.544

of the types of annotated entities in the KORE50
dataset belong to the category ”Person”, and so it
is possible that this dataset distribution is biased.
Compared to KORE50, NEEL, FUDAN and DUEL
datasets are more consistent with the entity type dis-
tribution of practical scenarios. NTEE and FEL use
representational learning to improve performance,
Mulrel-nel relied on supervised systems or heuris-
tics to predict these relations and treat relations
as latent variables in neural entity disambiguation
model, and our approach uses knowledge enhance-
ment to improve the performance without using
other complex features. Data analyses demonstrate
that each short text contains 3 mentioned entities
on average, each of which includes 20 ambigu-
ous entities to be linked, and the context is sparse.
Experiments demonstrate that knowledge enhance-
ment is helpful for short text entity disambiguation.

4.2.3 Performance of
Knowledge-Enhancement Components

In order to gain a deeper understanding of the var-
ious components of our model, we compare the
difference in performance after removing two com-

ponents separately, where all models are trained
using the same settings.

Table 4: F1 scores of each component on Chinese and
English datasets.

Feature DUEL NEEL
K-NED 0.897 0.811
K-NED -DC 0.804 0.755
K-NED -ECE 0.874 0.779
K-NED -DC-ECE 0.759 0.577

As listed in Table 4, K-NED is the result of our
complete model. DC represents the fine-grained
dynamic conceptualization component, and ECE
represents entity context embedding components.
We find that dynamic conceptualization exhibits
a 10.36%improvement in performance, and entity
context embedding exhibits a 2.56% improvement
in performance on our Chinese dataset: DUEL. By
the analysis of examples in Figure 1, we find that
dynamic conceptualization can mark the concepts
of ”Li Bai” in ”Who is the singer of Li Bai?”, ”How
to play the hero Li Bai?” and ”Which famous po-
ems are written by Li Bai?” as ”songs”, ”game
characters” and ”poets” respectively. The correct
conceptualization greatly facilitates the entity dis-
ambiguation. On the other hand, however, although
we successfully mark the concept of ”Li Bai” in
”Wedding photos of Li Bai and Sa Beining” as ”per-
son”, it still disambiguates incorrectly without the
help of entity context embedding, which indicates
that dynamic conceptualization and entity context
embedding can be complementary in NED.

This result demonstrates that the conceptualiza-
tion of entities is more direct and effective for the
semantic disambiguation in short text entity disam-
biguation. In addition, we find that fine-grained
conceptualization plays a significant role in dy-
namic conceptualization.
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5 Related works

Many efforts have been devoted to NED in recent
years. Some methods (Shen et al., 2014; Rati-
nov et al., 2011; Shen et al., 2012b,a; Han, 2015)
exploit the Learning To Rank framework (LTR)
(Liu, 2009) to rank the candidate entities, taking
advantage of the relationships between all candi-
dates. Most commonly used ranking models are the
pairwise framework (Perceptron (Shen and Joshi,
2005), RankSvm(Chingpei Lee, 2014)) and the list-
wise framework (ListNet (Cao et al., 2007)). (Bao-
Xing et al., 2014) proposed a named entity linking
method based on a probabilistic topic model(Blei,
2012), which employs the conceptual topic model
to map words and mentioned entities into the same
topic space. (Nakashole et al., 2013) used a graph-
based collaborative entity linking model. (Bilenko
et al., 2003) proposed using random walks for en-
tity linking. Some models choosed to rely solely
on the context of the links to learn entity represen-
tations, such as (Lazic et al., 2015), and some meth-
ods used a pipeline of existing annotators to filter
entity candidates such as (Ling et al., 2015). Differ-
ent from these conventional work, we use multiple
sources of information and a deep structured se-
mantic model to achieve better NED performance.

Many efforts have been devoted to NED for
queries, such as (Hasibi et al., 2015) and (Hasibi
et al., 2017). Some approaches try to solve NED
by making extensive use of deep neural networks
(Globerson et al., 2016), or by adopting distributed
representations of words or entities (Yamada et al.,
2016, 2017). Other existing approaches take ad-
vantage of global context, which captures the co-
herence between mapped entities of the related
keywords in a document (Cucerzan, 2007; Han
et al., 2011). In (Globerson et al., 2016), the neural
network model uses attention mechanism to focus
on the contextual entities to be disambiguated. In
(Yamada et al., 2016, 2017), the distributed rep-
resentation of contexts models the relationships
between words and entities or between documents
and entities, where the distances between various
vectors provides useful information for disambigua-
tion. Different from these work where complicated
techniques or features are used, we adopt external
knowledge including factual and conceptual knowl-
edge graphs for better NED performance. (Rad-
hakrishnan and Varma, 2018) proposes a method
to train entity embedding for entity similarity, but
this method relies on a dense knowledge map, we

use the text and relationship information of entity
to model the similarity between entity and context
to improve the effect of NED.

There are also previous work using concept or
type information to improve NED performance.
The models of (Hua et al., 2015; Wang et al., 2015;
Priya Radhakrishnan, 2018; Isaiah Onando Mu-
lang, 2020) try to map short text to a concept space,
and then generate comprehensive concept vectors
to represent the short text. (Raiman and Raiman,
2018) constructs a type ontology and a type classi-
fier to map entities to a closed type ontology. (Chen
and Xiao, 2018) proposes to modeling context ex-
plicitly by entity concept, but we use a comple-
mentary way of coarse-grained and fine-grained
to dynamically predict the concept according to
the context and improve the effect of disambigua-
tion. (Derczynski et al., 2015) studies named entity
recognition (NER) and named entity linking (NEL)
for tweets. Unlike these work, our method uses
fine-grained entity concepts and predicts concepts
more accurately by using an advanced knowledge
feature network.

6 Conclusion

We propose a knowledge-enhanced approach to
short text entity disambiguation. Through bridging
and facilitating semantic understanding of the fine-
grained concept associated to a mentioned entity
and entity embedding, the performance of entity
disambiguation can be significantly improved. The
experimental results demonstrate that our approach
outperforms existing SOTA methods on English
and Chinese datasets for this task. At the same time,
we constructed a large-scale manual-annotated Chi-
nese dataset for short text entity disambiguation,
which has been released with the paper for use by
researchers. As a future direction of research, we
plan to explore better conceptualization and seman-
tic understanding methods, and further improve the
performance of the short text entity disambiguation
task. We intend to continue to update our Chinese
dataset.

In the future, We will use more modern em-
bedding(such as BERT) or encoder(such as trans-
former) to obtain better embedding, and we also
plan to conduct experiments to verify the effec-
tiveness of our methods in other tasks related to
semantic understanding such as Q&A, Dialogue,
etc.
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