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Abstract

This paper describes our first experiment
on Neural Machine Translation (NMT)
based query translation for Ambharic-
Arabic Cross-Language Information Re-
trieval (CLIR) task to retrieve relevant
documents from Amharic and Arabic text
collections in response to a query expressed
in the Amharic language. We used a pre-
trained NMT model to map a query in the
source language into an equivalent query
in the target language. The relevant docu-
ments are then retrieved using a Language
Modeling (LM) based retrieval algorithm.
Experiments are conducted on four con-
ventional IR models, namely Uni-gram and
Bi-gram LM, Probabilistic model, and Vec-
tor Space Model (VSM). The results ob-
tained illustrate that the proposed Uni-
gram LM outperforms all other models for
both Amharic and Arabic language docu-
ment collections.

1 Introduction

Information Retrieval (IR) is the activity
of retrieving relevant documents to informa-
tion seekers from a collection of informa-
tion resources such as text, images, videos,
scanned documents, audio, and music as well.
These resources can be structured, indexed,
and navigated through Language Technology
(LT), which includes computational methods
that are specialized for analyzing, producing,
modifying, and translating text and speech
(Madankar et al., 2016). The increasing ne-
cessity for retrieval of multilingual documents
in response to a query in any language opens
up a new branch of IR called Cross-Language
Information Retrieval (CLIR). Its goal is to
accept the query in one language, transform
it into a searchable format and provide an in-
terface to allow a user to search and retrieve
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information in different languages as per their
information need (Sourabh, 2013).

The Ambharic language is the official lan-
guage of Ethiopia spoken by 26.9% of
Ethiopia’s population as mother tongue and
spoken by many people in Israel, Egypt, and
Sweden. Arabic is a natural language spoken
by 250 million people in 21 countries as the
first language and serving as a second lan-
guage in some Islamic countries. Ethiopia
is one of the nations, which have more than
33.3% of the population who follow Islam, and
they use the Arabic language to teach religion
and for communication purposes. Arabic and
Ambharic languages belong to the Semitic fam-
ily of languages, where the words in such lan-
guages are formed by modifying the root itself
internally and not simply by the concatena-
tion of affixes to word roots (Shashirekha and
Gashaw, 2016).

Nowadays, it is widely used to solve CLIR
problems for many language pairs. However,
much of the research on this area has fo-
cused on Kuropean languages despite these
languages being very rich in resources. So
this study is aimed to develop the NMT query
translation based Ambharic-Arabic CLIR sys-
tem.

An essential part of CLIR is mapping be-
tween query and document collections by
translating queries to the target document lan-
guage or the source document to the target
document language. We follow the first ap-
proach to translate the query words by us-
ing a pre-trained NMT model. For the pur-
pose of this translation, we have constructed
a small parallel text corpus by modifying the
existing monolingual Arabic and its equiva-
lent translation of Amharic language text cor-
pora available on Tanzile (Tiedemann, 2012),
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as Amharic-Arabic parallel text corpora are
not available for MT task.

The rest of the paper is organized as fol-
lows. CLIR approaches are discussed in sec-
tion 2. Related works are reviewed in Section
3. The proposed CLIR approach based on LM
is described in Section 4. Resources and con-
figurations of experiments for evaluating the
system and the results are detailed in Section
5, followed by a conclusion in section 6.

2  CLIR Approaches

In CLIR, the query and the document col-
lection needs to be mapped into a common
representation to enable users to search and
retrieve relevant documents across the lan-
guage boundaries (Tune, 2015). Based on
the resources used to map the query and the
documents in different languages, CLIR ap-
proaches can be categorized as; Dictionary-
based approach, Latent Semantic Indexing
(LSI), Machine Translation (MT) approach,
and Probabilistic-based approach (Raju et al.,
2014).

2.1 Dictionary-based approaches

Dictionary-based approaches use either an
automatically constructed bilingual Machine
Readable Dictionaries (MRD), bilingual word
lists, or other lexicon resources to translate the
query terms to their target language equiva-
lents. This approach offers a relatively cheap
and easily applicable solution for large-scale
document collection. Due to Out of Vocab-
ulary (OOV), some words in a query may
not be translated. Further, linguistic con-
cepts such as polysemy and homonymy may
introduce ambiguity in translation of words
(Shashirekha and Gashaw, 2016)

2.2 LSI approach

In the LSI approach, the
the source language are represented in the
language-independent LSI space. Similarly,
a user query can be treated as a pseudo-
document and represented as a vector in the
same LSI space. Even though the performance
of the LSI model is on par with the tradi-
tional vector space model, the cost of comput-
ing Singular Value Decomposition (SVD) of
very large collections is high, and it makes a
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difference between different meanings of am-
biguous terms according to their contexts of
utilization (Nie, 2010).

2.3 Machine Translation approach

MT is a process of obtaining a target language
text for a given source language text by us-
ing automatic techniques. MT can be used
to translate the query, the document, or both
into the same language, and the retrieval pro-
cess could then be treated similar to a con-
ventional IR system. However, MT systems
require time and resources to develop and are
still not widely or readily available for many
language pairs (Madankar et al., 2016).

2.4 Probabilistic-based approaches

Probabilistic-based approaches include
corpus-based methods which translate queries
and language modeling which avoid transla-
tion of queries.

2.4.1 Corpus-based methods

Corpus-Based approaches use multilingual
corpora which can be parallel corpora or com-
parable corpora. In this approach, queries are
translated on the basis of multilingual terms
extracted from parallel or comparable docu-
ment collections. While parallel corpora con-
tain translation-equivalent texts which contain
direct translations of the same documents in
different languages, comparable corpora con-
tain texts of the same subject which are nei-
ther aligned nor direct translations of each
other but composed in their respective lan-
guages independently (Tesfaye, 2010). It is
available only in a few languages and more ex-
pensive to construct.

2.4.2 Language modeling approaches

A language model is a probability distribution
over all possible sentences or other linguistic
units in a language. While the classification of
LM is not exhaustive, and a specific language
model may belong to several types, LM can be
categorized as uniform, finite state, grammar-
based, n-gram, and Neural Language Model
(NLM) (or continuous space LM) that might
be feed-forward or recurrent (SWLG, 1997).
Uniform LM uses the same probability for all
words of the vocabulary of the sentences if
the number of sentences is limited. In finite-



state LM, the set of legal word sequences is
represented as a finite state network (or regu-
lar grammar) whose edges stand for the words
that are assigned probabilities. Grammar-
based LM is based on variants of stochastic
context-free grammars or other phrase struc-
ture grammars.

Data scarcity is a significant problem in
building language models, as most possible
word sequences will not be observed in train-
ing. Omne solution to this problem is contin-
uous representations, or embedding of words
to make their predictions that help to alle-
viate the curse of dimensionality in LM. The
main advantage of LM is to estimate the dis-
tribution of various natural language phenom-
ena for language technologies such as speech,
machine translation, document classification
and routing, optical character recognition, in-
formation retrieval, handwriting recognition,
spelling correction, etc. (Kim et al., 2016).
Over-fitting (random error or noise instead of
the underlying relationship when its test error
is larger than its training error) is the main
limitation in current LM for small size datasets
(Jozefowicz et al., 2016).

3 Related works

Most of the researchers have studied CLIR
works related to different language pairs.
However, the only work reported on Amharic
and Arabic languages pair is ”Dictionary
Based Ambharic-Arabic Cross-Language Infor-
mation Retrieval System” (Shashirekha and
Gashaw, 2016). The performance was af-
fected by incorrect translation due to out-
of-dictionary words and unnormalized Arabic
words; specifically, diacritics not mapped with
the dictionary words, and the query was for-
mulated by selecting words available in the
dictionary.

Some of the prominent works reported on
Ambharic and Arabic languages paired with
other languages are discussed below.

In bilingual Amharic-English Search En-
gine (Munye and Atnafu, 2012), limitation of
word coverage includes a large-size commercial
bilingual dictionary and on-line bilingual dic-
tionary for query translation and short data
The system can perform best only on
the selected query terms which are available

size.
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in the dictionary. The lack of electronic re-
sources such as morphological analyzers and
large MRD have forced A. Argaw (2005) to
spend considerable time to develop those re-
sources themselves.

Solving the problem of word sense dis-
ambiguation will enhance the effectiveness
of CLIR systems. Andres Duque et al.
(2015), studied to choose the best dictionary
for Cross-Lingual Word Sense Disambiguation
(CLWSD), which is focused only on English-
Spanish cross-lingual disambiguation and the
disambiguation task is dependent on the cov-
erage of dictionary and corpus size. Query
suggestion that exploits query logs and doc-
ument collections by mapping the input query
of French language to queries of English lan-
guage in the query log of a search engine by
W. Gao et al. (2007) showed the strong cor-
respondence between the French input queries
and English queries in the log, but languages
may be more loosely correlated. For exam-
ple, English and Ambharic. M.Al-shuaili and
M.Garvalho (2016), proposed a technique to
map characters automatically from different
languages into English, without human inter-
ference and prior knowledge of the language.
While mapping helps transliterations of OOV
names to have the same or, at least, very
similar pronunciations in any language, word
structure, and writing direction add complex-
ity for character mapping and originality of
the names also affects the result of character
mapping.

In the Corpus-based CLIR system for
Ambaric and English language pairs (Tesfaye
and Scannell, 2012), the size and the qual-
ity of document constructed highly affected
the performance of the system. Nigussie Eyob
(2013), have developed a corpus-based Afaan
Oromo-Ambharic CLIR system to enable Afaan
Oromo speakers to retrieve Amharic informa-
tion using Afaan Oromo queries. The scarcity
of aligned corpus creates a problem of trans-
lation disambiguation, and the dictionary is
limited to translate words only.

F. Tire et al. (2012), explores combination-
of-evidence techniques for CLIR using three
types of statistical translation models:
context-independent token translation, token

translation using phrase-dependent con-



texts, and token translation using sentence-
dependent contexts. Experiments on retrieval
of Arabic, Chinese, and French documents us-
ing English queries show that no one technique
is optimal for all queries, but statistically
significant improvements in Mean Average
Precision (MAP) over strong baselines can be
achieved by combining translation evidence
from all three techniques.

In all the above-mentioned cases, the key el-
ement is the mechanism to map between lan-
guages that can be encoded in different forms
as a data structure of the query and document-
language term correspondences in an MRD or
as an algorithm, such as an MT or machine
transliteration system.

Nowadays, the direction of CLIR is on utiliz-
ing neural approaches. Quing Liu (2018), pro-
posed a neural approach to English-Chinese
CLIR, which consists of two parts; bilin-
gual training data and Kernel-based Neural
Ranking Model (K-NRM). External sources
of translation knowledge are used to gener-
ate bilingual training data which is then fed
into a kernel-based neural ranking model. The
bilingual training approach outperforms tra-
ditional CLIR techniques given the same ex-
ternal translation knowledge sources. K-NRM
learns translation relationships from bilin-
gual training data by capturing soft-matches
from bilingual term pairs and combine soft-
matches to generate final scores with a set of
bins. Kazuhiro Seki (2018) explores a neural
network-based approach to compute similar-
ities of English and Japanese language text.
They focus on NMT models and examine the
utility of an intermediate state. The interme-
diate state of input texts is indeed beneficial
for computing cross-lingual similarity outper-
forming other approaches, including a strong
machine translation baseline.

Many of CLIR works related to neural ap-
proaches are focused on neural ranking meth-
ods not directly using NMT for query transla-
tion. In this work, an NMT based query trans-
lation is employed to map between Amharic
and Arabic Languages using traditional IR
ranking methods.
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4 Proposed Amharic-Arabic CLIR
System

Traditional IR in cross-language environment
settings mainly allows measuring the similar-
ity between the information need (query) in
source language and collection of documents
in both languages. In a CLIR environment,
queries and documents are written in two dif-
ferent languages. In order to match terms be-
tween the two languages, a retrieval system
needs to establish a mapping between words
in the query vocabulary and words in the doc-
ument vocabulary.

Deep learning NMT is a recent approach of
MT that produces high-quality translation re-
sults based on a massive amount of aligned
parallel text corpora in both the source and
target languages. Deep learning is part of a
broader family of ML methods based on arti-
ficial neural networks (MemoQ, 2019). It al-
lows computational models that are composed
of multiple processing layers to learn repre-
sentations of data with multiple levels of ab-
straction. These methods have improved the
state-of-the-art research in language transla-
tion (LeCun et al., 2015). NMT is one of the
deep learning end-to-end learning approaches
to MT that uses a large artificial neural net-
work to predict the likelihood of a sequence of
words, typically modeling entire sentences in
a single integrated model. The advantage of
this approach is that a single system can be
trained directly on the source and target text
no longer requiring the pipeline of specialized
systems used in statistical MT. Many compa-
nies such as Google, Facebook, and Microsoft
are already using NMT technology (Wu et al.,
2016). NMT has recently shown promising re-
sults on multiple language pairs. Nowadays,
it is widely used to solve translation problems
in many languages. However, much of the re-
search on this area has focused on European
languages despite these languages being very
rich in resources.

Our research has been focused on resolv-
ing query translation ambiguity. The open-
source NMT system, called OpenNMT (Klein
et al., 2017), which is an open-source toolkit
for NMT, is used to construct the Amharic-
Arabic NMT model. The pre-trained model is
used to translate the text in Amharic to the



Arabic language. Once the query is translated
into Arabic, standard IR algorithms can be
used to retrieve the relevant documents from
Ambharic and Arabic document collections. As
shown in Figure 1, prepossessing (tokeniza-
tion, punctuation, and stop-word removal) is
done for Amharic and Arabic document col-
lections first. Then language models are pro-
duced for both languages, which will be used
to estimate the query likelihood of the given
query.

The search module is used to input Amharic
language queries and retrieve relevant docu-
ments in both languages. A sample screen-
shot of the proposed system displaying rele-
vant documents as a list of a hyperlink for a
sample user query is shown in Figure 2.

A Sample Ambharic text which is pre-
procesed after sentence spliting, tokenizing
words, punctuation and stop-word removal is
shown in Table 1, the same procedure is fol-
lowed for Arabic text also.

A language model, which is a probability of
words in each document p(w|d) in the collec-
tion, is used to rank the documents accord-
ing to the probability of generating the query.
The query likelihood is given by P(q|d)
[T~ p(¢g;|d). But this will assign zero prob-
ability for the words that are not available in
the specific documents. Therefore the follow-
ing maximization technique, which is LM with
Jelineck-Mercer smoothing (Zhai and Lafferty,
2017), is used to optimize the likelihood of a
given query, as shown in Equation 1.

prob(ar,) = [ [ A *p(ailma) + 1= Xxp(gr; Ime)

i=1

(1)
where, prob(q:,) is the probability of query
term in position i, my is the probability in the
document language model, m,. is the probabil-
ity in the collection language model A is the
smoothing parameter and n is the length of
the given query. After extensive experiments,
A is set to 0.9999. A document that is more
likely to generate the user query is considered
to be more relevant.

5 Experiments and Results

To design, develop, and maintain effective IR
system, evaluation is very crucial as it allows
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the measurement of how successfully an infor-
mation retrieval system meets its goal of help-
ing users fulfill their information needs.

There are two approaches for evaluating the
effectiveness of IR systems: (i) user-based
evaluation and (ii) system-based evaluation.
In the system-based evaluation method, sev-
eral human experts evaluate the system to
prepare a set of data that can be reused in
later experiments. The user-based evaluation
method quantifies the satisfaction of users by
monitoring the user’s interactions with the
system (Samimi and Ravana, 2014). In this
work, the focus is on system-oriented evalua-
tion that focuses on measuring how well an IR
system can rank the most relevant documents
at the top for a given user query.

To evaluate the proposed Amharic-Arabic
CLIR system, test collections (document cor-
pus, search queries, and relevance judgments)
have been prepared as bench-marked data-
sets are not available. Amharic is used as
a source language to retrieve target language
documents in Arabic as well as in Amharic.
Experiments are conducted on four conven-
tional IR models, namely Uni-gram and Bi-
gram LM, Probabilistic model, and VSM. Uni-
gram LM is the bag-of-words model where the
probability of each word only depends on that
word’s own probability in the document. Bi-
gram LM denotes n-gram models with n = 2.
It is assumed that the probability of observing
the i*" word w; in the context history of the
preceding i — 1*" word can be approximated by
the probability of observing it in the preceding
n — 1" word. The Probabilistic model makes
an estimation of the probability of finding if
a document d; is relevant to a query q, which
assumes that the probability of relevance de-
pends on the query and document represen-
tations. VSM is an algebraic model for rep-
resenting queries and documents as vectors of
identifiers.

Relevant judgments can be created using
Crowdsourcing (Maddalena et al., 2016; Efron,
2009), (Ravana et al., 2015), which is a time-
consuming and expensive task. Therefore, we
considered the topmost ranked documents and
took the union of all intersections between Un-
igram and Bigram, Unigram and VSM, Bi-
gram and probability, and Probability and
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Figure 1: Amahric-Arabic CLIR Architecture

Table 1: Sample Amharic Text Preprocesing

Sample Amharic Text from Tanzile (Chapter 1)

Preprocessed Text

NAAY N9° KB4 MY $-4%0 NMP° ”NT NTh@-: : (1) 9°0.95
ARAY 2190+ £9ATTE 13 ATHIORE (2) RET 0N C%Y
Mg A% (3) PRCH 7 0ALT AT (4) AT OF
ATIHAYE RIS NF RCSFT RICGAT:: (5)
PTHT@T eFIE 9o¢hi: (6) PANLET MCH AL N0}
fPARATOT M1 AL PATSMUOTOFS PATAAETIP
APT 1L (%67 iv): 5 (7)

NAAY 1%V KHTY

9°01.96 AARAY 2907 1

Ch%Y hH%

PRCHS

R7IMAT RC8FT RIAI°SAT

PPHTO7 avP1L 9OLT

07 PPANATF@7 PATSMVFDIS PAFAAETTI°
NPT o718 9°¢-7

VSM. If the number of documents in this set
is less than 10, the symmetric difference of the
uni-gram model is taken. As it is shown in
Figure 3, the documents (Amtextl.txt, Am-
text43.txt, Amtext27.txt, Amtext39.txt, Am-
text26.txt, Amtext4l.txt, Amtext81.txt, Am-
text67.txt, Amtext28.txt, Amtext34.txt) are
selected as the top-ranked documents relevant
for the query "9°0,2§ AhAv g20@- P9A“1T
23 @< (All praise is due to Allah, Lord
of the worlds). For evaluation, we config-
ure our test collection as 75 Ambharic search
queries, 114 Arabic and equivalent transla-
tion of Amharic documents (each verse of the
Quran is organized as a single document), and
relevant judgments are extracted using Equa-
tion 2. the description of this test collection
is shown in Table 2. The test collection and
parallel Amharic-Arabic text corpora used for
translation will be provided on request.

X4 = (ANB)U(AND)U(BNC)U(CND) (2)
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Table 2: Description of Test Collection for
Ambharic-Arabic CLIR Evaluation

#Query #Documents (228)
75 Amharic 114 sep.arated Qhapters of
. Quran in Arabic language
Queries
114 separated Chapters of
Quran in Amharic language

Top 10 documents judged as relevant for each
query is computed as;

o~ {

where, Rp is list of relevant documents, X,
is set of top-ranked relevant documents for
query i which is computed based on Equa-
tion 2, and A, B, C, and D are a set of
top-ranked retrieved documents from Uni-
gram, Bigram, Probability, and VSM models
run. We adopted Text Retrieval Conference

X if X,, > 10

X, UA, itX, <10 &



PULANTITT aod ALE AT PO
onos AhAD 2o PIATTT LS Ao
el G125 o) 33301
Search Results from Language Models:
Ambharic_documents Arabic_documents
0 Amtexti.txt Artext1.txt
1 Amtext2s. txt Artexte7 txt
2 Amtext?. txt Artext39.txt
3 Amtext27 txt Artext40.txt
4 Amtext43 tut Artext29.txt
5 Amtext39. txt Artext10.txt
6 Amtext34. txt Artext28.txt
7 Amtext40. txt Artext6.txt
8 Amtexts.tut Artext7.txt
9 Amtext17 txt Artextd5 fxt

Figure 2: Display of relevant documents as a list
of hyperlink for a sample users query

%,

Amtext35.txt
Amtext62.txt
Amtext106.txt

Figure 3: Four combinations of relevant judgment
identification

(TREC) ! test collection format where each
query-document pair has a 5-level relevance
scale, 0 to 4, with 4 meaning document d is
most relevant to query Q and 0 meaning d is
not relevant to Q.

The most frequently used and still the dom-
inant approach to evaluating the performance

"https://trec.nist.gov/
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of information retrieval systems are precision
and recall. Precision is defined as the pro-
portion of retrieved documents that are actu-
ally relevant, and recall is defined as the pro-
portion of relevant documents that are actu-

ally retrieved. Both precision and recall can
n g,
=1 "7
n

be expressed as; Precision , and

Recall = # where, d; is the relevance
level of the i*" document in the ranked out-
put to a certain query, R is number of relevant
documents for a query and n denotes the num-
ber of documents in the ranked output (Zhou
and Yao, 2010).

Mean Average Precision (MAP) values are
considered to give the best judgment in the
presence of multiple queries. The evaluation
metrics used in this work are; MAP and Re-
call.

MAP and recall are computed as the sum of
Average Precision (AP) of each query divided
by the number of queries and sum of average
recall of each query divided by the number of
queries, respectively.

The other measurement technique used
for evaluation is Discount Cumulative Gain
(DCG) that measures the usefulness or gain
of a document based on its position in the re-
sult list. The gain is accumulated from the
top of the result list to the bottom, with the
gain of each result discounted at lower ranks.
DCG adopted from Moffat and Zobel (2008)
is accumulated at a particular rank position p
as given in Equation 4.

P rel rel;

bea, = ; loga(i +1)
(4)
Comparing search algorithms performance
from one query to the next cannot be con-
sistently achieved using DCG alone. So the
cumulative gain at each position for a cho-
sen value of p should be normalized across
queries. This is done by sorting all relevant
documents in the corpus by their relative rele-
vance, producing the maximum possible DCG
through position p, also called Ideal DCG
(IDCG) through that position (Chapelle and

Wu, 2010) as shown in Equation 5.

_ p
) = rel1+§ —logg(i

_ DCG,

(5)
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where,
|REL| oreli 1
IDCG, = _
P ; loga(i+ 1)

rel; is the graded relevance of result at position
i and |REL| is the list of documents ordered
by relevance in the corpus up to position p.

We also used Normalized NDCG to measure
the usefulness of documents at first, fifth, and
tenth position of ranked lists.

Evaluation Results of all models are pre-
sented in Table 3. In general, the proposed
Unigram LM shows better performance than
all others for both Amharic and Arabic lan-
guage document collections. The unigram
model makes a strong assumption that each
word occurs independently, and consequently,
the probability of a word sequence becomes
the product of the probabilities of the individ-
ual words. Bigram model is better to iden-
tify the most relevant document at the top.
As it is shown in Table 3, NDCG@1 has a
higher value, which means it has a high cu-
mulative gain in the first position. The bi-
gram model considers the local context, which
is the probability of a new word depending on
the probability of the previous word. This Bi-
gram model feature allows us to retrieve the
most relevant document at the top. Still, it
decreases the recall highly because it misses a
strong assumption that each word occurs inde-
pendently. Probability and VSM models per-
form almost the same. The length of the query
influenced the final retrieval to a great extent
both in Unigram and Bigram LM.

Table 3: Models Evaluation results

Models NDCG@1 | NDCG@5 | NDCG@10 | MAP | RECALL
Am-uni-gram | 0.9933 0.6969 0.7497 0.7866 | 0.8556
Am-probability | 0.97 0.6185 0.6279 0.5059 | 0.5867
Am-bi-gram 0.9733 0.4581 0.4426 0.2296 | 0.2681
Am-VSM 0.5233 0.5208 0.6038 0.5264 | 0.6504
Ar-uni-gram | 0.98 0.7896 0.8455 0.8202 | 0.8637
Ar-probability | 0.89 0.6812 0.6883 0.5698 | 0.64
Ar-bi-gram 0.9667 0.54 0.4827 0.2725 | 0.2844
Ar-VSM 0.3233 0.4483 0.5257 0.4148 | 0.5704

6 Conclusion

CLIR systems are very demanding and are di-
rectly connected with language-specific issues.
The retrieval of relevant documents intended
for further analysis is the first important step,

which significantly influences the retrieval per-
formance. We prepared Test collections (doc-
ument corpus, search queries, and relevance
judgments) as bench-marked data-sets are not
available. Experiments are carried out on four
conventional IR models, namely Unigram and
Bigram LM, Probabilistic model, and VSM.
The result illustrates that LM based CLIR
performs better compared to others. Fur-
thermore, we discovered that the length of
the query influenced the final retrieval to a
great extent. Our future directions towards
achieving better results include experimenting
on large data-sets with different domains be-
cause the document collection in this work is
taken only from Quran, and explore recently
introduced neural IR approaches Mitra et al.
(2017).
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