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Abstract

This paper reports on a pilot experiment
that compares two different machine trans-
lation (MT) paradigms in reading com-
prehension tests. To explore a suitable
methodology, we set up a pilot experi-
ment with a group of six users (with En-
glish, Spanish and Simplified Chinese lan-
guages) using an English Language Test-
ing System (IELTS), and an eye-tracker.
The users were asked to read three texts
in their native language: either the original
English text (for the English speakers) or
the machine-translated text (for the Span-
ish and Simplified Chinese speakers). The
original texts were machine-translated via
two MT systems: neural (NMT) and sta-
tistical (SMT). The users were also asked
to rank satisfaction statements on a 3-point
scale after reading each text and answering
the respective comprehension questions.
After all tasks were completed, a post-task
retrospective interview took place to gather
qualitative data. The findings suggest that
the users from the target languages com-
pleted more tasks in less time with a higher
level of satisfaction when using transla-
tions from the NMT system.

1 Introduction

Recently, there has been an increase in Neural Ma-
chine Translation (NMT) research as contempo-
rary hardware supports much more powerful com-
putation during the creation process. Research

(© 2018 The authors. This article is licensed under a Creative
Commons 3.0 licence, no derivative works, attribution, CC-
BY-ND.

Ana Guerberof Arenas
ADAPT Centre/SALIS
Dublin City University

ana.guerberof@adaptcentre.ie

on the translation quality of NMT engines show
that, in general, when compared against Statistical
Machine Translation (SMT) engines, the output
quality of NMT systems is higher when measured
using automatic metrics (Bahdanau et al., 2014;
Jean et al., 2015; Bojar et al., 2016; Koehn and
Knowles, 2017). However, results are not as pos-
itive when human evaluators compare these out-
puts (Bentivogli et al., 2016; Castilho et al., 2017a;
Castilho et al., 2017b).

Human evaluation of MT output, although not
always implemented in quality evaluation, has
been increasingly endorsed by researchers who ac-
knowledge the need for human assessments. Some
of the most commonly-used manual metrics are
fluency and adequacy, error analysis, translation
ranking, as well as post-editing effort. Despite the
considerable focus on MT quality evaluation, the
impact of MT on the end user has been under-
researched. Measuring the usability of MT out-
put allows for identification of the impact that the
translation might have on the end user (Castilho
et al., 2014). With the intention of exploring the
cognitive effort required to read texts originating
from SMT and NMT engines by the end users of
those texts, we set-up a pilot experiment that aims
to measure the reading comprehension of Spanish
and Simplified Chinese users of texts produced by
both paradigms using an eye-tracker (using the En-
glish users’ data as a baseline).

The remainder of this paper is organized as fol-
lows: in Section 2, we survey the existing literature
concerning reading comprehension for MT eval-
uation and the use of eye-tracking techniques for
translation assessment; in Section 3, we describe
the research questions and hypotheses which guide
this pilot experiment, as well as the methodology
applied to carry out the experiment with English
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(EN), Spanish (ES) and Simplified Chinese (ZH)
native speakers; the results are discussed in Sec-
tion 4, and finally, in Section 5, we draw the main
conclusions of the pilot study and outline promis-
ing avenues for future work.

2 Related Work

2.1 Reading Comprehension for Machine
Translation Evaluation

Despite the considerable focus on MT quality eval-
uation, there has not been much research focused
on the impact of MT on the end user. With the
current shift of paradigm in the MT landscape, it
has become essential to also test the reading com-
prehension of NMT models by the end users of
those translations. A few studies have attempted
to measure reading comprehension (Scarton and
Specia, 2016) and usability of MT output. Tomita
et al. (1993) use reading comprehension tests to
compare different MT systems. The content for
reading and comprehension was extracted from an
English proficiency exam and then translated into
Japanese via three commercial MT systems as well
as through the process of human translation. Sixty
native speakers of Japanese were asked to read the
text and answer the questions. The authors show
that reading comprehension is a valid evaluation
methodology for MT; however, their experiment
only takes into consideration the informativeness,
i.e. the number of correct answers for the compre-
hension questions.

Fuji (1999) proposes reading comprehension
tasks in order to measure informativeness and,
moreover, the author adds comprehensiveness and
fluency to the evaluation measures. The content
used comprises several texts from official exami-
nations of English language designed for Japanese
students. Participants were asked to read the text,
answer the comprehension questions and judge
how comprehensible and how fluent the text is, us-
ing a 4 point scale. Following on from this, Fuji et
al. (2001) examined the “usefulness” of machine-
translated text from two commercial MT systems
compared to the English version. The experiment
consisted of participants reading the texts and an-
swering comprehension questions. The authors
claim that presenting the source with the MT out-
put results in higher comprehension performance.

Jones et al. (2005) ask 84 English native speak-
ers to answer questions from a machine-translated
and human-translated version of the Defense Lan-
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guage Proficiency Test for Arabic language. Task
time and subjective rating were also measured.
Their results suggest that MT may enable a lim-
ited working proficiency but it is not suitable for a
general professional proficiency.

Usefulness, comprehensibility, and acceptabil-
ity of MT technical documents are examined by
Roturier (2006). The author claims that a text is
deemed useful when readers are able to solve their
problem with the help of the translation. The study
uses a customer satisfaction questionnaire to deter-
mine whether controlled English rules can have a
significant impact from a Web users perspective.
The main drawback of Roturiers approach is that
there is no task being performed by the end user
as the methodology consists of an online question-
naire.

2.2 Eye tracking in Translation Research

Doherty and O’Brien (2012) is the first study to use
eye-tracking techniques to measure the usability
of translated texts via the end user. They conduct
a study to compare the usability of raw machine-
translated output for four target languages (Span-
ish, French, German and Japanese) against the us-
ability of the source content (English). The result
of this first phase compared the machine-translated
group against the source group, and found signifi-
cant difference for goal completion, efficiency, and
user satisfaction between the source and the MT
output. In the second phase of the study, Doherty
and O’Brien (2014) analyse the results according
to target languages compared to the source. The
results show that the raw MT output scores lower
for usability measurements, requiring more cogni-
tive effort for all target languages when compared
with the source language content.

Stymne et al. (2012) present a preliminary study
using eye tracking as a complement to MT error
analysis. In this methodology, although the main
focus is to identify and classify MT errors, a com-
prehension task is also applied. For the perception
questions, the human translation scored better than
all the MT options. For both perceived and ac-
tual reading comprehension questions, their results
show that participants are more efficient when us-
ing the MT output of a system trained using a large
corpus. Regarding gaze data, MT errors are asso-
ciated with both longer gaze times and more fixa-
tions than correct passages, and average gaze time
is dependent on the type of errors which may sug-



gest that some error types are more disturbing for
readers than others.

Klerke et al. (2015) present an experimental
eye-tracking usability test with text simplification
and machine translation (for both the original and
simplified versions) of logic puzzles. Twenty na-
tive speakers of Danish were asked to solve and
judge 80 different logic puzzles while having their
eye movements recorded. A greater number of
fixations on the MT version of the original text
(with no simplification) was observed and partic-
ipants were less efficient when using the MT ver-
sion of the original puzzles; however, the simpli-
fied MT version seemed to ease task performance
when compared to the original English version.

Castilho et al. (2014) had two groups of 9
users each performing tasks using either the raw
MT or the post-edited version of instructions for
a PC-based security product, and cognitive and
temporal effort indicators were gathered using an
eye-tracker. Their results show that lightly post-
edited instructions present a higher level of usabil-
ity when compared to raw MT. Building on this,
Castilho and O’Brien (2016) perform similar ex-
periments with German and English native speak-
ers, with instructions for spreadsheet software. Re-
sults show that the post-editing group is faster,
more efficient, and more satisfied than the MT
group. No significant differences appear in cog-
nitive effort between raw and post-edited instruc-
tions, but differences exist between the post-edited
versions and the source language. Moreover, the
authors claim that the cognitive data should not be
viewed in isolation, and highlight the importance
of collecting qualitative data for measuring usabil-
ity. Finally, Castilho (2016) extended previous
experiments using Simplified Chinese, Japanese,
German and English for the same set of instruc-
tion of the spreadsheet software. Results show that
participants who used the post-editing instructions
were more effective, more efficient, and faster than
participants who used the raw MT instructions, es-
pecially for Simplified Chinese and German. An-
other interesting finding is that the source mostly
did not differ from the post-editing groups, sug-
gesting that the post-editing output is of equiva-
lent quality. Regarding satisfaction, the author re-
ports that German participants who use the MT in-
structions, even though they are able to success-
fully perform more tasks than other MT groups,
are the least satisfied with the instructions, while
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the Japanese participants do not present any dif-
ference between the MT and post-editing groups
for satisfaction even though the MT group was the
least efficient. The author notes that these findings
are likely to be related to cultural characteristics,
as the Japanese participants are more tolerant and
less likely to complain. Another interesting finding
is that all groups, including the English-speaking
participants, suggest that the instructions need im-
provements.

Finally, Jordan-Nez et al. (2017) compare three
MT systems for assimilation, namely Systran (hy-
brid corpus based and rule-based MT); Google
Translate (at the time of the experiment, a SMT
system); and Apertium (a rule-based system),
against professional translations. Results show
that the MT output into a language in the same
family as the readers first language may facilitate
comprehension of texts originally written in a lan-
guage from a different family. The authors note,
however, that the level of usefulness depends on
the field and on the MT system used as well as on
the level of speciality.

Following previous work, we expect that the
MT system that shows closer efficiency measures
to the source text and lower task time, as well as
lower cognitive effort indicators, is more likely to
be rated higher for the satisfaction.

3 Methodology

Hypothesis and Research Questions As men-
tioned in Section 1, the primary aim of this ex-
periment is to gather more information about the
user experience when reading for comprehension
machine-translated texts. With this aim in mind,
we identified the following research questions:

RQ1: Which MT engine offers better efficiency
to participants, i.e. with which one are they able
to successfully answer more comprehension ques-
tions? Or with which one are they able to complete
the tasks faster?

RQ2: To what extent are there differences in
participants cognitive processes due to different
engines (NMT and SMT)?

RQ3: What is the participants level of satisfac-
tion with SMT and NMT when reading for com-
prehension?

Content and Design In order to answer the re-
search questions, we measured participants read-
ing comprehension according to the number of



correct answers (goal completion) to a set of com-
prehension questions about each text, and task
time. Eye-tracking fixation count and duration are
also computed, as well as satisfaction indexes after
each reading task. After all tasks were completed,
we interviewed the participants by means of a
semi-structured retrospective interview to gauge
the understanding of the texts from a qualitative
perspective.

For this pilot, we recruited two native speakers
per language, a total of six participants (English,
Spanish and Simplified Chinese languages). In this
case, we used a sample of convenience. The par-
ticipants were part of the student and staff body of
Dublin City University. There were three female
and three male participants, average age was 30.6
years, and all of them had received education to
a post-graduate level. Half of them had previous
experience in reading comprehension tests, either
as part of their education or work. The Spanish
and Simplified Chinese participants had a univer-
sity level standard of English as they have taken
English Proficiency tests and have been working
and studying in an English-speaking country for
some time.

As for the reading texts, two were taken from
the International English Language Testing Sys-
tem (IELTS)' that measures English language pro-
ficiency by assessing four language skills: listen-
ing, reading, writing and speaking. IELTS has two
types of tests: General and Academic. Since we
were trying to assess the reception of raw output
for a general user, we decided to use the Gen-
eral Training IELTS, reading modality, which con-
tains a text and comprehension questions about
that same text. The total number of words in the
source content amounted to 1090 words.

The two English texts selected and their accom-
panying comprehension questions were then trans-
lated using Microsoft Translator Try and Compare
feature? that allowed one to generate output in both
SMT and NMT, and compare their quality. The
first text (Text 2), entitled “Beneficial work prac-
tices for the keyboard operator”’, contained seven
comprehension questions in which the users were
required to choose the correct heading for each
section of the text from a list of headings. The sec-
ond text (Text 3), entitled “Workplace dismissals”,

"https://www.ielts.org

’The feature on the website has changed to a comparison
between Microsoft’s production and research engines. See
https://translator.microsoft.com/neural.
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contained five comprehension questions for which
the users were required to match each description
from a list with a correct term displayed in a box.
One short text was also extracted from the IELTS
website to be used as baseline. This baseline text
(Text 1) was available in English, Spanish and
Simplified Chinese on the IELTS website.> More-
over, ten questions in the style of the test (write
True, False or Not given) were created in English
for this baseline text and translated into Spanish by
a Spanish translator and into Simplified Chinese
by a native speaker. The baseline was used to test
participants attention and reading comprehension
with a human-translated version. The total num-
ber of words in the source baseline text amounted
to 229 words. The baseline text was presented first
followed by the Text 2 and Text 3 (SMT and NMT)
which were randomised.* Figure 1 shows the set
up of the task.

After each task (text and comprehension ques-
tions), four statements were presented (in English)
in a three-point Likert scale (1- disagree, 2- neither
agree or disagree, 3- agree) for the participants:

. The subject of the text was easy to under-
stand.

The language was easy to understand.

The question was easy to understand.

I was able to answer the question confidently.

»

The eye tracker used was a Tobii T60XL with the
filter set for I-VT (Velocity-Threshold Identifica-
tion), as this is the filter recommended by Tobii
for reading experiments. The participants were
recorded during the post-task interview using the
Flashback application that allows recording of all
movements, sounds, and webcam output on the
computer. This retrospective post-task interview
was designed so that participants could watch their
recordings and give their feedback regarding the
subject matter, language used, questions, and per-
sonal experience when completing the whole task.

3As this text was available on the target languages on the
IELTS official website, we assume that the translations were
either direct human translation of the source or they were
comparable texts, i.e. texts with the same information but
originally written in the target language.

“The same order of texts were presented for the English par-
ticipants (Text 1, Text 2 and Text 3) but in the source EN
language.
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Figure 1: Task set-up

EN ES ZH Av. per system/text
Baseline/
Texts P02 PO4 P01 P05 P09 P08 SMT NMT
source
Baseline 90 90 100 100 90 80 92 — —
Text 2 57 100 85 71 85 71 79 71 35
Text 3 60 100 60 100 100 100 80 80 100
AV. per SOURCE 79 — — — —
SMT — — 66 86
system/lg NMT — — 93 93
Figure 2: Goal Completion (%)
EN ES ZH Av. per system/text
Baseline/
Texts P02 PO4 PO1 P05 P0S P08 SMT NMT
source
Baseline 68 148 88 140 250 206 150 — —
Text 2 346 657 417 552 502 360 502 456 459
Text 3 241 212 272 333 528 272 226 400 302
AV. per SOURCE 364 — — —
P SMT — — 412 244
system/lg NMT — — 3rs 387

Figure 3: Task Time (in seconds)

4 Results

4.1 Comprehension

As mentioned previously, the baseline (Text 1)
contained 10 questions, while Text 2 contained 7
questions, and Text 3 contained 5 questions. Goal
completion is the number of successfully com-
pleted tasks, while task time is the total task time
the participants needed to complete the tasks.

Goal Completion Figure 2 shows the results for
goal completion for all participants (P01, P02, P04
and so on), where light gray cells are SMT while
dark gray cells are NMT results. We can see
that on average, participants who read the NMT
text had a higher rate of goal completion (ES and
ZH: 93%) when compared to the participants who
read the SMT texts (ES: 66%, ZH: 86%), even
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when compared to participants who used the En-
glish source (79%). Interestingly, Simplified Chi-
nese participants who used the SMT tests also had
higher rates of goal completion when compared to
the average for the English text.

When looking at the average score per system
for each text (last column), participants of all lan-
guages had higher goal completion when reading
Text 3 when compared to Text 2, which may indi-
cate that Text 3 was easier to understand”. This is
mentioned during the retrospective interviews by
the participants (see Section 4.4).

Task Time Regarding the amount of time re-
quired for participants to read the texts and answer
the comprehension questions, Figure 3 shows that,

SText 3 contained 5 questions, whereas Text 2 contained seven
question which could also have impacted goal completion



on average, participants who read the NMT output
(ES: 375, ZH: 387) were faster than participants
who read the SMT output (ES: 412, ZH: 444). Ad-
ditionally, participants who used the NMT texts,
for both ES and ZH, have closer average task time
to participants who used the source text. Interest-
ingly, the Simplified Chinese participants seemed
to spend slightly more time on the task than the ES
and EN participants, which could be related to the
fact that the ZH participants were able to answer
more questions correctly.

4.2 Eye-Tracking Data

As previously mentioned, we used an eye tracker
to collect empirical data to analyse cognitive ef-
fort. Due to the low number of participants for the
first part of this study, it is not possible to report
any statistically significant results. However, we
believe that these preliminary results may indicate
a tendency in cognitive effort between NMT and
SMT.

Fixation Duration (FD) is the length of fixa-
tions (in seconds) within an area of interest (AOI).
The longer the fixations are, the higher the cogni-
tive effort may be expected. Figure 4 shows the
results for the length of fixations. The average
fixation duration per system indicates that SMT
presents longer fixations (sum) when compared to
the NMT system for both ES and ZH. However,
the mean length does not seem to differ much, and,
in fact, for ZH it presents a slightly shorter mean
(0.25 secs) than the NMT system (0.26 secs). In
general, ZH participants present longer FD mean
results when compared to ES and EN for both sys-
tems, including for the baseline (Text 1), which
correlates with the time ZH participants spent on
tasks (Figure 3).

Fixation Count (FC) is the total number of fixa-
tions within an AOL The more there are, the higher
the cognitive effort is deemed to be. The average
FC per system for each language in Figure 5 indi-
cates that, in general, SMT presents a higher num-
ber of fixations when compared to the fixation for
the NMT system for both ES and ZH languages.
Interestingly, ZH does not show higher means for
FC as previously observed for FD. In fact, ZH par-
ticipants show lower FC when compared to Span-
ish, and in the case of NMT, lower than the English
as well.
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4.3 Satisfaction

As stated previously in Section 3, after the par-
ticipants had completed each text and answered
the comprehension questions, they were presented
with four statements that measured their level of
satisfactions with the subject of the text (the sub-
ject of the text was easy to understand), language
(the language was easy to understand), questions
(the question was easy to understand) as well
as their perceived confidence (I was able to an-
swer the question confidently) when answering the
questions, in a 3-point Likert scale (3-agree, 1-
disagree). Figure 6 presents the results for all lan-
guages.

In Figure 6, the average per system for each lan-
guage shows that participants who used the EN
texts have the highest satisfaction levels (2.56).
For ES, participants who used the NMT system
seem to be slightly more satisfied (1.6) than par-
ticipants who used the SMT system (1.5). The
same pattern can be seen in the ZH participants’
satisfaction scores, the average for the NMT was
considerably higher (2.37) than for the SMT sys-
tem (1.37). This is in line with the task time (Fig-
ure 1) and goal completion (Figure 2) for the ZH
language, in which participants were able to com-
plete 93% of the tasks in an average of 387 secs
using NMT translations, while using SMT transla-
tion they were able to complete 86% of the tasks in
over 444 seconds. These results also illustrate the
comments from the participants presented in the
following section.

4.4 Retrospective Interviews

To triangulate the data from the eye-tracker and
the statements presented to the participants after
each task is completed (satisfaction scores), and
obtain a more accurate account of the differences
between SMT and NMT in reading comprehen-
sion tests, we carried out retrospective interviews
with all participants. After each participant had
completed the three tasks, we replayed the video
of their eye movements in the Replay window of
Tobii Studio, and recorded these interviews using
Flashback as part of a Retrospective Think Aloud
protocol. We asked the participants to watch the
video showing their fixations on the screen and
to describe freely their recollection of what they
were thinking or doing at that time in the exercise.
We clarified that they should not be worried about
any grammar mistakes since four out of six of the



EN ES ZH
P02 P04 PO1 P05 P09 P08 Av. per system/text

Baseline
MEAN SUM MEAN SUM MEAN SUM MEAN SUM MEAN SUM MEAN SUM |/ source

Baseline] 0.16 43.52 0.26 87.83 0.21 61.33 0.18 83.67 0.25 |[295.96| 0.26 |42146]| 0.22 — —
Text2 0.18 | 252.63| 0.23 | 525598 | 0.8 [332.01]| 017 |38732| 026 [21911] 026 |42146| 0.21 0.22 0.22
Text 3 0.18 | 180.47| 0.23 | 16857 | 0.18 |[177.06| 017 | 20536 | 025 |29596| 0.25 |40293| 0.21 0.22 0.21

Texts

SMT NMT

EN ES ZH
MEAN SUM MEAN SUM MEAN SUM
Av. per
SOURCE| 0.20 [1127.65** — — — —
system/
I SMT — — 0.18 564.38 0.25 717.41
e NMT — - 0.18 | 537.37 | 0.26 622.04

Figure 4: Fixation Duration - in seconds.(** is the sum for both EN participants for both Text 2 and 3)

Texts EN ES ZH
PO2 Po4 PO1 P05 o9 PO8 Av. per system/text
Baseline
SUM SUM SUM SUM SUM sumM |/ source SMT NMT
Baseline 269 334 298 466 612 712 449 _ —
Text2 1371 2323 1810 2217 851 1636 1847 1927 1331
Text 3 991 738 978 1211 1200 1588 865 1089 1400
EN ES ZH
MEAN SUM MEAN SUM MEAN SUM
Av.per |SOURCE | 1355.7 |5423.0%* — — — —
system/lg (SMT - - 1597.5 | 3195.0 | 1418.0 | 2836.0
NMT - - 1510.5 | 3021.0 | 1219.5 | 2435.0

Figure 5: Fixation Count (** is the sum for both EN participants for both Text 2 and 3)

EN ES ZH Av. per system/text
Baseline/
Texts Statements | PO2 P04 | PO1 P05 | POS PO8 cource SMT | NMT
Subject 3 3 3 3 3 3 3.0 _ _
L 3 3 3 3 3 3 3.0
Baseline angu-age - -
Questions 3 3 3 3 3 2 2.8 _ _
Confidence 2 3 3 3 3 3 2.8 _ _
Subject 2 3 2 3 1 1 2.5 20 | 15
2.0 1.0 2.0
Text 2 Language 1 3 1 1 3 1
Questions 3 1 3 1 3 3 2.0 2.0 3.0
Confidence 2 3 2 1 1 1 2.5 1.0 1.5
Subject 2 3 1 1 1 2 25 1 1.5
3.0 2 2
Text 3 Language 3 3 2 1 2 3
Questions 3 3 1 1 1 3 3.0 1.0 2.0
Confidence 3 3 2 2 1 3 3.0 1.5 25
Av.per  |[SOURCE 2.56 _ _ |
system/lg ST | 1.5 1.4
NMT I 1.6 2.4

Figure 6: Ratings of Satisfaction (the higher score, the better)

participants did not have English as their mother these interviews, that is transcription and coding
tongue, the language in which the interviews were  of the recordings, therefore what we provide here
conducted. At the time of writing this paper, we is a summary of the preliminary results.

have not completed a full qualitative analysis of
All participants in all languages indicated that
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Text 1 (the baseline text: original English or hu-
man translation) was easy to understand. They
found the text to be short, the content easy to un-
derstand, and the language clear. Regarding Text
2, although most participants mentioned that it was
more time consuming mainly due to the number
of questions and options available (seven questions
and ten options to choose from), their assessment
of the language quality varied depending on the
language and the type of engine used for this ex-
periment. The same applies for Text 3, although
the participants indicated that it was faster to com-
plete because there were fewer questions and they
already knew the dynamic of the exercises.

In the case of the English-speaking participants,
they did not mention any aspects of the language
or content that they found particularly difficult, al-
though one participant (P02) had difficulties with
the coding system to answer the questions in Text
1 (True, False, Not given). This participant also
mentioned that he was not happy with certain com-
mas or double negatives on Text 2. He did not find
any linguistic issues on Text 3. The other English
participant, PO4, found the language to be satisfac-
tory.

If we look at the Spanish language, POl men-
tioned that Text 2 (NMT engine) was “more con-
fusing” than Text 1 (Human translation). There
were keywords that were “tricky” and she thought
they were probably wrong, such as sostenedor in-
stead of atril for holder, also she mentioned words
that seemed to be completely out of context, such
as hechizo for spell. Regarding Text 3 (SMT), the
participant said that it was “really, really tricky”
and ‘“the language was really difficult” not be-
cause of words but because of incorrect grammar,
and she stated that sentences were difficult to un-
derstand. She commented that “there were times
where it came to my mind that these were direct
translations from English”. Because of the incor-
rect translations provided by the engine (two En-
glish options were translated in the same way in
Spanish by the SMT engine), the participant an-
swered two questions incorrectly. Participant 5
mentioned that in Text 2 (SMT, in this case), he no-
ticed grammar mistakes “straight away”, and then
he realised that “it was translated by a machine”
as “almost every sentence had something wrong”.
He mentioned that, although he had to read the
sentences several times to try and make sense of
the meaning, the content was not difficult for him.
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On the other hand, he found Text 3 (NMT, in this
case) easier because there were fewer questions
to answer, but he also mentioned that Text 3 was
machine-translated. He noticed a few grammar er-
rors and inconsistencies. For example, he noticed
Despido sumario and Resumen despido as a trans-
lation for Summary Dismissal, and Constructivo
Despido and Constructivo despido for Construc-
tive dismissal, and this created confusion when he
was answering the comprehension questions. He
thought that the language was more technical than
in the other documents but at the same time that
the questions were easier to answer. When asked
if he saw any difference between Text 2 and Text 3,
he said that he had no reasons to assume a different
MT system was used.

Regarding the Simplified Chinese language, PO8
stated that Text 2 (SMT in this case) was the most
difficult text of the three. According to him, Text 2
“was not fluent”, some words were “weird”, and
he had to guess a lot of the text by the context
and the questions. For him, the first two para-
graphs, for example, were difficult to understand.
Therefore, both contents and language were diffi-
cult. Regarding Text 3 (NMT), PO8 found that it
was “in the middle of the three”. The paragraphs
were “better” and the questions were “clear”. Al-
though, the content was new to the participant, he
found the language easier to understand in Text 3
than in Text 2 but worse than in Text 1, as “the
words were correct”, but the order was wrong, and
there were also characters missing. As for P09,
she found that the structure of Text 2 (NMT, in this
case) was “okay” but she was not familiar with the
topic. She thought the language was also “okay”;
although there were errors and sometimes the vo-
cabulary was incorrect, she could understand it. In
this text, she found the headings difficult to place
in the corresponding section. P09 found that Text
3 (SMT in this case) was the most difficult one.
She understood that the text was about dismissals,
but she found the language “strange”, “totally un-
clear”, “the structure was not that good” and it was
“hard to understand”. She found that Text 2 and
Text 3 were stressful, especially Text 3. She com-
mented that she could understand 60 percent of
Text 2, but only 20 percent of Text 3.

In summary, the EN participants found Text 2
more cumbersome to resolve than Text 1 and Text
3, and therefore more time was required, but only
P02 mentioned that the language was an issue and



that it could be improved in Text 2 with regards to
commas and double negatives. This is very inter-
esting as it suggests that the difficulties EN partic-
ipants found in the source could have been trans-
lated in the target languages. For ES and ZH, the
four participants found Text 1 (human translation)
easy in content and language, while they were di-
vided on Text 2 and Text 3. In Simplified Chi-
nese, the texts translated with NMT, regardless of
whether they were Text 2 or 3, were viewed as bet-
ter linguistically than their counterparts translated
with SMT, even when the NMT texts had certain
terms or grammar turns that were wrong, and this
influenced the participants’ responses. In Spanish,
one of the participants found the NMT option bet-
ter linguistically, while the other participant found
that both options were comparable and possibly
came from the same MT system.

5 Conclusions and Future Work

The aim of this pilot experiment was to verify the
methodology to measure the impact of the quality
of two MT paradigms - NMT and SMT - on the
end user. For that, we established three research
questions regarding efficiency (goal completion),
cognitive effort, and satisfaction.

Regarding RQ1 (Which MT engine offers bet-
ter efficiency to participants?), results show that
participants (Figure 2) in the two target languages
- Spanish and Simplified Chinese - were able to
complete more tasks successfully when using the
NMT translated texts when compared to the SMT
translations, as well as when compared to partic-
ipants who used the original EN texts. Regard-
ing the time spent to complete the texts, again, we
noted that when using the NMT translations, par-
ticipants were faster than when using SMT trans-
lations and, moreover, have task completion times
closer to participants who used the English text
than the results for SMT.

Regarding RQ2 (To what extent are there dif-
ferences in participants cognitive processes due to
different engines?), results for the FD (Figure 4)
and FC (Figure 5) show that cognitive effort does
not seem to differ much for ES, and presents a
bit of mixed results for ZH, were FD are slightly
longer for the NMT system, whereas FC are lower.
We believe that with a greater number of partici-
pants, a clearer tendency would be observed.

Regarding our last research question (RQ3:

SMT and NMT when reading for comprehen-
sion?), participants rated NMT higher and also
commented that the language in NMT texts was
easier to understand in the post-task retrospective
interviews. It is also necessary to point out that
ES and ZH participants commented on the fact that
the language in the human translation (Text 1) was
easy to understand, while they struggled in certain
sections in both NMT and SMT texts (Texts 2 and
3). This was not the case with EN participants that
only made slight remarks on the quality of the En-
glish, but they did not mention any misunderstand-
ings of the texts.

We are aware of the limitations of the results
presented here since the number of participants
was very low, and there were few texts for each MT
system. Our next steps are to add more languages,
especially those languages which have been show-
ing greater improvement with NMT over the SMT
paradigm, as well as gathering more participants.
Another consideration to bear in mind is the nature
of the texts; we noted that the combination of diffi-
cult text with easy questions and vice-versa could
cloud the findings.

Furthermore, we believe that this research could
benefit from computing more eye-tracking mea-
sures, such as visit count, which is the number of
visits to an area of interest, as the shifts of atten-
tion between the questions and the text may be an
indicator of cognitive effort (Castilho et al., 2014).
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