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PLENARY TALKS
LINGUISTIC INTELLIGENCE: COMPUTERS VS. HUMANS

Prof. Ruslan Mitkov (University of Wolverhampton)

Computers are ubiquitous – they are and are used everywhere. But how good are computers
at understanding and producing natural languages (e.g. English or Bulgarian)? In other
words, what is the level of their linguistic intelligence? This presentation will examine the
linguistic intelligence of the computers and will look at the challenges ahead...

I shall begin by a brief historical flashback. I shall plot the timeline of the linguistic intelli-
gence of computers against that of humans. Natural Language Processing (NLP) advances in
the last 20 years have made it possible for the linguistic intelligence of computers to increase
significantly but they are still behind humans...

The presentation will explain why it is so difficult for computers to understand, generate
and in general, to process natural language texts – it is a steep road/learning curve, it is
long and winding road for both computers and researchers who seek to develop intelligent
programs. The talk will also briefly present well-established NLP techniques computers follow
when ’learning’ to ’speak’ our languages, including rule-based and knowledge-based methods
initially and machine learning and deep learning methods more recently, the latter being
regarded as highly promising. A selection of Natural Language Processing applications will
be outlined next. Finally, a preview will be offered of selected slides from my plenary talk at
CLIB’2018 (which will be given on the following day).

I am not a clairvoyant, but at some of my plenary talks I have been asked to predict how
far will computers go... At the end of my presentation in Sofia I shall share with you what I
predict for the future and in general, what my vision is.

WITH A LITTLE HELP FROM NLP: MY LANGUAGE TECH-
NOLOGY APPLICATIONS WITH IMPACT ON SOCIETY

Prof. Ruslan Mitkov (University of Wolverhampton)

The talk will present three original methodologies developed by the speaker, underpinning
implemented Language Technology tools which are already having an impact on the following
areas of society: e-learning, translation and interpreting and care for people with language
disabilities.

The first part of the presentation will introduce an original methodology and tool for
generating multiple-choice tests from electronic textbooks. The application draws on a variety
of Natural Language Processing (NLP) techniques which include term extraction, semantic
computing and sentence transformation. The presentation will include an evaluation of the
tool which demonstrates that generation of multiple-choice tests items with the help of this
tool is almost four times faster than manual construction and the quality of the test items
is not compromised. This application benefits e-learning users (both teachers and students)
and is an example of how NLP can have a positive societal impact, in which the speaker
passionately believes.

vi



The talk will go on to outline two other original recent projects which are also related to
the application of NLP beyond academia. First, a project, whose objective is to develop next-
generation translation memory tools for translators and, in the near future, for interpreters,
will be briefly presented. Finally, an original methodology and system will be outlined which
helps users with autism to read and better understand texts.

BUILDING CONVERSATIONAL ASSISTANTS USING DEEP
LEARNING

Dr Zornitsa Kozareva (Google)

Over the years there has been a paradigm shift in how humans interact with machines. Today’s
users are no longer satisfied with seeing a list of relevant web pages, instead they want to
complete tasks and take actions. This raises the questions: "How do we teach machines
to become useful in a human-centered environment?" and "How do we build machines that
help us organize our daily schedules, arrange our travel and be aware of our preferences
and habits?". In this talk, I will describe these challenges in the context of conversational
assistants. Then, I will delve into deep learning algorithms for entity extraction, user intent
prediction and question answering. Finally, I will highlight findings on user intent prediction
from shopping, movies, restaurant and sport domains.

NEURAL GRAPH LEARNING

Dr Sujith Ravi (Google)

Recent machine learning advances have enabled us to build intelligent systems that understand
semantics from speech, natural language text and images. While great progress has been made
in many AI fields, building scalable intelligent systems from "scratch" still remains a daunting
challenge for many applications.To overcome this, we exploit the power of graph algorithms
since they offer a simple elegant way to express different types of relationships observed in
data and can concisely encode structure underlying a problem. In this talk I will focus on
"How can we combine the flexibility of graphs with the power of machine learning?"

I will describe how we address these challenges and design efficient algorithms by employing
graph-based machine learning as a computing mechanism to solve real-world prediction tasks.
Our graph-based machine learning framework can operate at large scale and easily handle
massive graphs (containing billions of vertices and trillions of edges) and make predictions over
billions of output labels while achieving O(1) space complexity per vertex. In particular, we
combine graph learning with deep neural networks to power a number of machine intelligence
applications, including Smart Reply, image recognition and video summarization to tackle
complex language understanding and computer vision problems. l will also introduce some
of our latest research and share results on "neural graph learning", a new joint optimization
framework for combining graph learning with deep neural network models.
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