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Neural Machine Translation

= Neural Machine Translation (NMT) is an
end-to-end learning approach for
automated translation, with the potential
to overcome many of the weaknesses of
conventional phrase-based translation
systems

= The strength of NMT lies in its ability to
learn directly, in an end-to-end fashion,
the mapping from input text to associated
output text

5://arxiv.org/abs/1609.08144
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Neural Machine Translation timeline

“Google Neural Machine

Translation (GNMT), an end-to-end
learning framework that learns
from millions of examples, and
provided significant improvements
in translation quality. It was
enabled for eight languages: to
and from English and French,

German, Spanish, Portuguese,
Chinese, Japanese, Korean and
Turkish” (1)
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Neural Machine Translation timeline

“Google Neural Machine
Translation (GNMT), an end-to-end
learning framework that learns
from millions of examples, and
provided significant improvements
in translation quality. It was

enabled for eight languages: to
and from English and French,
German, Spanish, Portuguese,
Chinese, Japanese, Korean and
Turkish” (1)

“Microsoft Translator launched
Neural Network based translations
for all its speech languages. Using
the compute power offered by
Microsoft’'s Al supercomputer and
Cognitive Toolkit, the service has
released the neural offering across
a range of languages: Arabic,
Chinese Mandarin, English, French,
German, Italian, Brazilian
Portuguese, Russian and Spanish —
as well as Japanese text” (2)
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“Google Neural Machine
Translation (GNMT), an end-to-end
learning framework that learns
from millions of examples, and
provided significant improvements
in translation quality. It was

enabled for eight languages: to
and from English and French,
German, Spanish, Portuguese,
Chinese, Japanese, Korean and
Turkish” (1)

Microsoft

“Microsoft Translator launched
Neural Network based translations
for all its speech languages. Using
the compute power offered by
Microsoft’s Al supercomputer and
Cognitive Toolkit, the service has
released the neural offering across

a range of languages: Arabic,
Chinese Mandarin, English, French,
German, Italian, Brazilian
Portuguese, Russian and Spanish —
as well as Japanese text” (2)
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Users and Translators Track

Autodesk performed an MT quality
evaluation project comparing in-
house MT systems with new NMT

systems available on the market
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Goal

Assess quality of Neural MT versus Autodesk MT
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Assumptions: MT systems

Microsoft
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Assumptions: MT systems
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Assumptions: MT systems

* Outdated Moses version
* Lot of Pre/post
processing operations

* TCP socket infrastructure
* Not scalable
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Assumptions: MT systems

* Outdated Moses version
* Lot of Pre/post
processing operations

* TCP socket infrastructure
* Not scalable
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Assumptions: Products
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ADSK legacy product
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Assumptions: ADSK legacy product

ADSK legacy product
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MIX
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Used to train ADSK MT

AUTODESK
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Assumptions: Products

=  (Cases which shouldn't give any

advantage to ADSK MTs

= [t was not easy to find content for

which we haven't trained our

engines. But looking at the results it
is clear that we would benefit from
more languages at least for the

identified content.

For example we don't have such
samples for German and Simplified

Chinese.
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Human Translation for these products
started from the OLD ADSK MT
(translation is now post-editing)

For some portions of Infraworks and
Dynamo final Human Translation was
then used to retrain the engines ADSK
MT, OLD and NEW

The nature of Autodesk content favors
higher matches even on non-trained
engines (i.e. Architecture, 3D and so on)

For these products it looks like there
isn't much difference whether an engine
was retrained or not, therefore we will
not make a distinction in the conclusions
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Assumptions: Scope

Languages
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Approach

AUTOMATIC

= Automatic quality evaluation
comparing machine's output and
human translation
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Approach

AUTOMATIC MANUAL
= Automatic quality evaluation = Human review, involving
comparing machine's output and internal native speakers and
human translation external reviewers
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Ref. *
https://git.autodesk.com/LocalizationServices/multeval
https://github.com/jhclark/multeval

Automatic: mt-eval system
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Automatic: mt-eval system
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This information plus
source segment,
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The system creates input files
reference, hypotheses baseline
and hypotheses for each sys.
Upload TMX file and Entries from the translation DB are
tokenized, lowercased, space-
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The system creates input files
reference, hypotheses baseline
and hypotheses for each sys.
Upload TMX file and Entries from the translation DB are

Automatic: mt-eval system

addional metadata. tokenized, lowercased, space-

This information plus delimited sentences in UTF-8
source segment, : encoding, one sentence per line.
Machine . o

language and human mt-eval automatically calculate
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Automatic: MT quality metrics

COMMON
BLEU - BilingualL Evaluation Understudy

- Quality is considered to be the correspondence between a
machine's output and that of a human. The closer a )
machine translation is to a professional human translation,
the better itis (1)

METEOR - Metric for Evaluation of Translation
with Explicit Ordering

. The metric evaluates translation hc}/potheses by aligning
them to reference translations and calculating'senfence-
level similarity scores. It uses stemming and synonymy
matching, along with the standard exact word matching.
The metric was designed to fix some of the problems found

in BLEU (2)
TER - Translation Error Rate
L] A method to determine the amount of Post-Editing

required for machine translation jobs. The automatic
metric measures the number of actions requijred to edit a
translated segment inline with one of the reference
translations

Length
. Machine's output length over professional human

translation length asa percent. If it is 100%, machine and
human translation output have the same length (4)

© 2017 Autodesk | Localization Solutions
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CFS - Character-based Levenshtein distance
= Levenshtein distance on character level

WFS - Word-based Fuzzy Score

= Levenshtein distance on word level

JFS - Joint Fuzzy Score

= Itis a combination of the two above, taking the worse
of the two scores for each segment and computing a
joined score like this for the whole test set

All three below are based on the Levenshtein distance between
the output and the reference translation, the higher the score
the better.

Levenshtein distance between two words is the minimum
number of single-character edits (i.e. insertions, deletions or
substitutions) required to change one word into the other.

Ref.

(1) https://en.wikipedia.org/wiki/BLEU

(2) http://www.cs.cmu.edu/~alavie/METEOR,

(3) https://kantanmtblog.com/2015/07/28/what-is-translation-error-rate-ter,
(4) https://git.autodesk.com/LocalizationServices/multeval
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Manvual: Human review rating

Adequacy

How much of the meaning expressed in the source is
also expressed in the target translation

= None: Completely nonsense translation
= Little: Sentence preserves some of the meaning
of the source sentence but misses significant .
parts
= Most: Sentence retains most of the meaning of
the source sentence, but may have some
grammar mistakes .
= Everything: Perfect translation: the meaning of

the translation is completely consistent with the
source, and the grammar is correct

© 2017 Autodesk | Localization Solutions
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Fluency

Readability and naturalness of the translated text

Incomprehensible: The content is not fluent nor
natural in the target language. The translated
text is a word by word translation, therefore it is
hard to read and understand.

Disfluent: The content reads like it was
translated. Some sentence structures don't seem
to be naturalin the target language or are not
idiomatic. It contains some literal translations.

Good: The content reads like it was originally
written in the target language. It uses proper
sentence structure and idiomatic expressions.
But a few minor improvements might be
necessary.

Flawless: The content reads like it was originally
written in the target language. It uses proper
sentence structure and idiomatic expressions.

{\ AUTODESK.
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Manual: Survey

Accuracy |Fluency
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Results: Automatic

ADSK legacy product

Sum of  Sum of JFS Sum of CFS  Sum of Sum of TER  Sum of
BLEU WFS Length

ADSK ®GOOGLE m MICROSOFT m OLDADSK
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Results: Automatic

ADSK legacy product

ADSK MTs are better than Neural,
which matches the assumptions

Sumof  Sum of JFS Sum of CFS  Sum of Sum of TER  Sum of
BLEU WEFS Length

ADSK ® GOOGLE ® MICROSOFT m OLDADSK
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Results: Automatic

ADSK legacy product

ADSK MTs are better than Neural,
which matches the assumptions
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Results: Automatic

ADSK legacy product

ADSK MTs are better than Neural,
which matches the assumptions

Sumof  Sum of JFS Sum of CFS  Sum of Sumof TER Sum of
BLEU WFS Length

ADSK ® GOOGLE m MICROSOFT ® OLDADSK
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ADSK new product or External product

Sumof  Sum of JFS Sum of CFS Sum of WFS Sum of TER ~ Sum of
BLEU Length

ADSK ®m GOOGLE m MICROSOFT m OLDADSK

* METEOR only for FR and DE — not in the graph A AUTODESK.

ADSK new product or External product

Google NMT is best in all cases

Sumof  Sum of JFS Sum of CFS Sum of WFS Sum of TER ~ Sum of
BLEU Length
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* o
METEOR only for FR and DE — not in the graph A AUTODESK

Nagoya, Sep. 18-22, 2017 | p. 198



Results: Manual
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Results: Manual

ADSK legacy product

Average of Adequacy Score Average of Fluency Score

ADSK ® GOOGLE ®HT m MICROSOFT
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Results: Manual

ADSK legacy product

Human Translation is always best,
Google NMT is always second

Average of Adequacy Score Average of Fluency Score

ADSK ™ GOOGLE ®mHT m MICROSOFT
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Results: Manual

ADSK legacy product ADSK new product or External product

Average of Adequacy Score Average of Fluency Score

Human Translation is always best,
Google NMT is always second

Average of Adequacy Score Average of Fluency Score

ADSK ™ GOOGLE ®mHT = MICROSOFT ADSK ®m GOOGLE ®mHT mMICROSOFT
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Results: Manual

ADSK legacy product ADSK new product or External product

Human Translation is always best, Google NMT is very close to Human,
Google NMT is always second sometimes surpassing

Average of Adequacy Score Average of Fluency Score - Average of Adequacy Score Average of Fluency Score

ADSK ® GOOGLE ®HT = MICROSOFT ADSK B GOOGLE ®HT mMICROSOFT
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Conclusions

= Commercial Neural MT are viable
= Moses Engines are still useful on legacy products

= Next Steps:

= Explore Open source
solutions (i.e. OpenNMT)

= Use the best MT system

that matches current context
(i.e. product, language, content
type, etc.)

Microsoft
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{\ AUTODESK
Make anything,

Result: Breakdown

Approach Results

ADSK legacy product AUTOMATIC *NEW and OLD ADSK MTs are clearly better than Neural - which matches the assumptions
*NEW and OLD ADSK MTs tend to have very similar results, except for German
*Between Neural MTs, only Japanese shows better results with Microsoft than Google

MANUAL *Human Translation is always best except one case only for fluency for Portuguese where Google Neural is a little bit better
*Google Neural is always second
*Hard to say whether ADSK or Microsoft are best, it varies between languages but globally they are quite a bit lower than the
others and close together

ADSK new product AUTOMATIC *Google Neural tends is best in all cases except Japanese
or External product *For Japanese Microsoft Neural is the best
[Breakdown] *Neural is better than ADSK MT, NEW and OLD
MANUAL *Google Neural is very close to Human, sometimes surpassing

*Microsoft and ADSK are often close alternating third position

For OPENOFFICE we had to ignore Human Translation scores

© 2017 Autodesk | Localization Solutions L\AUTODESK.
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Breakdown: ADSK legacy product (1/2)

Language
German

Spanish

French

© 2017 Autodesk | Localization Solutions

Approach
AUTOMATIC

MANUAL

AUTOMATIC

MANUAL

AUTOMATIC

MANUAL

Ranking
1.NEW ADSK
2.0LD ADSK

3.Google Neural / Microsoft Neural

1.Human Translation
2.Google Neural
3.Microsoft Neural
4.NEW ADSK

1.NEW ADSK / OLD ADSK
2.Google Neural
3.Microsoft Neural

1.Human Translation
2.Google Neural
3.NEW ADSK / Microsoft Neural

1.NEW ADSK / OLD ADSK
2.Google Neural
3.Microsoft Neural

1.Human Translation
2.Google Neural
3.NEW ADSK / Microsoft Neural

49

Notes

*NEW ADSK is the best and quite a bit better
than the OLD ADSK

*Google Neural and Microsoft Neural have very
similar results, which are quite a bit lower than
ADSK

*Human is best

*Second Google Neural, not too much lower
*Third is Microsoft Neural

*Worst is NEW ADSK

*Adequacy and Fluency same pattern for all
*NEW and OLD ADSK are the best and very
close

*Google Neural is better than Microsoft Neural,
but quite a bit lower than ADSK

*Human is best

*Second Google Neural, then NEW ADSK then
Microsoft Neural > these three are very close
*Adequacy and Fluency same pattern for all
*NEW and OLD ADSK are the best and very
close

*Google Neural is better than Microsoft Neural,
but quite a bit lower than ADSK

*Human is best

*Second Google Neural

*Then ADSK and then MS > these two are very
close

*Adequacy and Fluency same pattern for all

{\ AUTODESK.

Breakdown: ADSK legacy product (2/2)

Language
Portuguese

Japanese

Simplified Chinese

2017 Autodesk | Localization Solutions

Approach
AUTOMATIC

MANUAL

AUTOMATIC

MANUAL

AUTOMATIC

MANUAL

Ranking

1.NEW ADSK / OLD ADSK
2.Google Neural

3.Microsoft Neural

Adequacy

1.Human Translation

2.Google Neural

3.NEW ADSK / Microsoft Neural
Fluency

1.Google Neural

2.Human Translation

3.NEW ADSK / Microsoft Neural
1.NEW ADSK / OLD ADSK
2.Google Neural

3.Microsoft Neural

1.Human Translation
2.Google Neural
3.Microsoft Neural
4.NEW ADSK

1.NEW ADSK / OLD ADSK
2.Google Neural
3.Microsoft Neural
Adequacy

1.Human Translation
2.Google Neural
3.NEW ADSK
4.Microsoft Neural
Fluency

1.Human Translation
2.Google Neural
3.Microsoft Neural
4.NEW ADSK

Proceedings of MT Summit XVI, Vol.2: Users and Translators Track

Notes

*NEW and OLD ADSK are the best and very close
*Google Neural is better than Microsoft Neural, but
quite a bit lower than ADSK

*Adequacy
. Human is best, Goggle Neural
second quite a bit lower
*Fluency
. Google Neural is best, Human is
close

*NEW ADSK and Microsoft Neural are quite a bit
lower and close for both Adequacy and FL
*NEW and OLD ADSK MT are the best and very close
*Microsoft Neural is better than Google Neural, but
lower than ADSK
*One score, CFS > all results are incredibly close
*Human is best
*Second Google Neural, not too much lower
*Third is Microsoft Neural
*Worst is NEW ADSK
*Adequacy and Fluency same pattern for all
*NEW and OLD ADSK MT are the best and very close
*Google Neural is quite a bit better than Microsoft
Neural, but quite a bit lower than NEW ADSK
*Human is best - both Adequacy and Fl
*Google Neural is second best - both Adequacy and Fl
*Adequacy

. NEW ADSK is better than

Microsoft Neural

*Fluency

. Microsoft Neural is slightly better

than ADSK MT

{\ AUTODESK.
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ADSK legacy product: Trained VS Not-

Trained

Approach

MANUAL

AUTOMATIC

© 2017 Autodesk | Localization Solutions

TRAINED: DYNAMO (SW), INFRAWORKS

(SW/DOC) [Breakdown]

*Human Translation is always best

*Google Neural is second in most of the

languages

*NEW ADSK is close to or a litte bit better
than Google Neural in French, Spanish and

Portuguese

*Microsoft Neural is worst in most of the
languages except Japanese and German

Fluency
*NEW ADSK is always best

*OLD ADSK is always second except Japanese
*Google Neural and Microsoft Neural are

close in most of the languages except

0 Simplified Chinese where
Google is clearly better than

Microsoft Neural

NOT-TRAINED: DYNAMO (DOC), AKN (DOC),

ADSK MIX (DOC) [Breakdown]

*Human Translation is always best except

Portuguese where Google Neural is best

*Google Neural is second and close to Human

Translation in most of the languages
*Microsoft Neural is third in most of the

languages except Spanish

*NEW ADSK is worst not far away from
Microsoft Neural

*OLD ADSK is always best

o Japanese where Microsoft
Neural is clearly better than

Google Neural

Breakdown: ADSK new product
or External product (1/2)

Product Language

DELCAM French
Japanese
Portuguese

© 2017 Autodesk | Localization Solutions

Approach
AUTOMATIC

MANUAL

AUTOMATIC

MANUAL

AUTOMATIC

MANUAL

Proceedings of MT Summit XVI, Vol.2: Users and Translators Track

Ranking

1.Google Neural / Microsoft Neural
2.NEW ADSK

3.0LD ADSK

1.Human Translation

2.Google Neural

3.Microsoft Neural

4.NEW ADSK

1.Microsoft Neural

2.Google Neural

3.NEW ADSK / OLD ADSK

1.Google Neural

2.Human Translation / Microsoft Neural
3.NEW ADSK

1.Google Neural
2.Microsoft Neural
3.NEW ADSK / OLD ADSK
Adequacy

1.Human Translation
2.Google Neural
3.Microsoft Neural
4.NEW ADSK
Fluency

1.Google Neural
2.Human Translation
3.Microsoft Neural
4.NEW ADSK

*NEW ADSK is always second excpept CFS in
Japanese and Simplified Chinese

*Google Neural is third

*Microsoft Neural is fourth, very close to
Google Neural in most of the languages

{\ AUTODESK.

Notes

*Google Neural and Microsoft Neural are the best
and very close

*NEW ADSK is a bit lower than Neural, and quite a
bit better than OLD ADSK

*Human is best

Google is second not too far from Human
*Microsoft Neural is third quite a bit lower

*NEW ADSK last not too far from Microsoft Neural
*Microsoft Neural is the best and quite a bit better
than Google Neural

*NEW and OLD ADSK are lower and very close
“Google Neural is best

“Followed by Human and Microsoft Neural being
very close together

*NEW ADSK last a bit lower

Google Neural is the best

*Google and MS Neural are the best and close
*NEW and OLD ADSK are lower and very close

*Adequacy
Human is best, Google
Neural second but very
close
“Fluency
Opposite, Google Neural
best with Human very close
“Third is Microsoft Neural followed closely by NEW
ADSK

{\ AUTODESK.
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Breakdown: ADSK new product

or External product (2/2)

Product Language Approach
OPENOFFICE French AUTOMATIC
MANUAL
Japanese AUTOMATIC
MANUAL
Spanish AUTOMATIC
MANUAL
© 2017 Autodesk | Localization Solutions 53
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Ranking

1.Google Neural
2.Microsoft Neural
3.NEW ADSK
4.0LD ADSK

1.Google Neural
2.Microsoft Neural
3.NEW ADSK

1.Microsoft Neural (except BLEU)
2.0LD ADSK

3.Google Neural

4.NEW ADSK

1.Google Neural / Microsoft Neural
2.NEW ADSK

1.Google Neural
2.0LD ADSK / NEW ADSK / Microsoft Neural

1.Google Neural
2.NEW ADSK
3.Microsoft Neural

Notes

*Google Neural is the best

*Google Neural and Microsoft Neural are
the best and close

*NEW and OLD ADSK are lower and close

*Google Neural is best
*Microsoft Neural is second
*NEW ADSK last not too far

*Microsoft Neural is the best except for
BLEU where OLD ADSK wins

*OLD ADSK is generally higher than Google
Neural

*Google Neural and Microsoft Neural are
best very close

*Adequacy
. Microsoft Neural a
little better, opposite
for Fluency

*NEW ADSK is quite a bit lower

*Google Neural is the best
*The rest is lower and quite similar results

*Google Neural is best
*NEW ADSK is second
*Microsoft Neural is last
*All very close
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