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ABSTRACT

Translation of the output of automatic speech recognition
(ASR) systems, also known as speech translation, has re-
ceived a lot of research interest recently. This is espe-
cially true for programs such as DARPA BOLT which fo-
cus on improving spontaneous human-human conversation
across languages. However, this research is hindered by the
dearth of datasets developed for this explicit purpose. For
Egyptian Arabic-English, in particular, no parallel speech-
transcription-translation dataset exists in the same domain. In
order to support research in speech translation, we introduce
the Callhome Egyptian Arabic-English Speech Translation
Corpus. This supplements the existing LDC corpus with four
reference translations for each utterance in the transcripts.
The result is a three-way parallel dataset of Egyptian Arabic
Speech, transcriptions and English translations.

Index Terms— Spoken Language Translation, Speech Recog-
nition, Machine Translation, Language Resources, Corpus
Creation

1. INTRODUCTION

Translation of the output of automatic speech recognition
(ASR) systems, also known as speech translation, has been
the subject of research for several years now. Major pro-
grams that focused on this were VERBMOBIL, NESPOLE!,
DARPA TRANSTAC, DARPA GALE and the Quaero project.
The early projects were limited domain and limited vocabu-
lary systems built to cater to machine directed or well enunci-
ated speech. However, DARPA GALE and Quaero required
large vocabulary continuous speech recognition systems with
generic language models for ASR, and wide coverage SMT
systems for translation. As both ASR and statistical ma-
chine translation systems have become more effective over
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the years, speech translation has once again become a ma-
jor topic of research. The focus of the most recent project,
DARPA BOLT (similar to its predecessor DARPA GALE),
is to build spoken language translation (SLT) systems for
spontaneous, conversational, human-human speech. In con-
trast to machine directed or scripted conversations (broadcast
news), most conversational speech has by nature, variabil-
ity in recording environment and vocal registers and a high
number of disfluencies and out-of-vocabulary words. It also
exhibits difficult challenges associated with code switching
and regional dialects. This directly relates to an increase of
difficulty for both ASR and SMT systems. Since SLT systems
are generally built by feeding the output of the ASR system
to an SMT system, each trained on separate datasets [1, 2],
errors produced by the systems compound.

With respect to Egyptian Arabic specifically, unscripted,
spontaneous, telephone conversations have been available
through the Callhome Egyptian Arabic corpus (speech and
transcripts) since 1997. However, since this dataset did not
come with translations for the transcriptions in Arabic, re-
searchers had to resort to using out-of-domain data to train
the SMT systems. Transcripts for spontaneous conversations
(speech), vary significantly from transcripts for scripted con-
versations and informal written conversations (web, forum,
SMS, chat).

To bridge this gap between the type of data the ASR and
SMT systems were trained on for SLT applications, we have
created the Callhome Egyptian Arabic Speech Translation
dataset. This supplements the existing LDC corpus with four
reference translations for each utterance in the transcripts.
The result is a three-way parallel dataset of Egyptian Arabic
Speech recordings, transcriptions of the Arabic speech, and
translations into English.

The primary goal of this paper is to describe the process of
creation of this corpus in time for its pending public release,
so that researchers who use the corpus have a good under-
standing of both its scope and limitations. We believe that this
corpus will enable considerable new research in translation of
spontaneous/conversational Arabic speech into English.
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LDC Catalog Number Name #train | #dev | #eval
LDC97845, LDC97T19 Callhome Egyptian Arabic Speech/Transcripts 80 20 20
LDC2002S22, LDC2002T39 1997 HUBS Arabic Evaluation 0 0 20
LDC2002S37, LDC2002T38 | Callhome Egyptian Arabic Speech/Transcripts Supplement 0 0 20

Table 1. Sizes (in # conversations) of the Callhome Egyptian Arabic corpus, supplements and evaluation datasets. The conver-

sations last between 5-30 minutes.

Partition #Utt’s | # Words | Words/Utt
ECA-96 (train) 20,861 | 139,035 6.66
ECA-96 (dev) 6,415 34,543 5.38
ECA-96 (test) 3,044 16,500 542
97-eval-H5 2,800 18,845 6.73
ECA-supplement 2772 18039 6.51

Table 2. Partition statistics for the Callhome Egyptian Ara-
bic corpus, supplements and evaluation datasets. Column 2,3
and 4 represent number of utterances, numbers of words and
average number of words per utterance respectively.

2. CORPUS AND TRANSLATION SETUP

We present English translations of the Egyptian-Arabic Call-
home corpus, supplements and evaluation sets. These datasets
were commissioned and used by the DARPA GALE (Global
Autonomous Language Exploitation), DARPA EARS (Effec-
tive Affordable Reusable Speech-to-text) and the NIST HUB-
5 LVSCR (Large Vocabulary Conversational Speech Recog-
nition) programs.

The speech part of the corpus consists of unscripted tele-
phone conversations between native speakers of Egyptian
Colloquial Arabic (ECA). The conversations last between
5-30 minutes. In addition to the conversations, speaker meta-
data including gender, age, education and accent is available.
Conversation metadata includes channel quality, crosstalk
identifiers and number of speakers.

For each of the conversations, transcripts that cover a con-
tiguous 5-10 minute segment are available. Manual audio
segmentation information is available through the transcripts
which have start and end time for each utterance in a con-
versation. Since ECA does not have a standard orthographic
system, the conversations were transcribed using a romanized
orthographic system which was phonemically based. This
system preserves word pronunciation information and word
identity. These transcripts in romanized orthography were
then converted to Arabic script (encoding : ISO 8859-6) using
a lexicon lookup [LDC99L22]. Table 2 provides details about
this corpus.
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2.1. Callhome Egyptian Arabic Speech/Transcripts

This corpus [Speech: LDC97S45, Transcripts: LDC97T19],
hereafter referred to as ECA-96, consists of 120 unscripted
telephone conversations. The corpus is split into three parti-
tions : train, dev and eval, containing 80, 20 and 20 conversa-
tions respectively. The transcripts contain 30,320 utterances
with a total of 190,078 words.

2.2. 1997 HUBS Arabic Evaluation

This corpus [Speech: LDC2002S22, Transcripts: LDC2002T39],
hereafter referred to as 97-eval-H5, was used as the evalua-
tion set for the 1997 NIST HUB-5 non-English evaluation of
conversational speech recognition systems. It consists of 20
unscripted telephone conversations. The transcripts contain
2,800 utterances with a total of 18,845 words.

2.3. Callhome Egyptian Arabic Speech/Transcripts Sup-
plements

This corpus [Speech: LDC2002S37, Transcripts: LDC2002T38],
hereafter referred to collectively as the ECA supplement, was
initially sequestered for future NIST evaluations, but later
released as a supplement to ECA-96. It consists of 20 un-
scripted telephone conversations. The transcripts contain
2,722 utterances comprised of 18,039 words.

2.4. Special Symbols in Transcription

Since the telephone conversations in this corpus are informal
in nature and unscripted, special symbols are used to mark
sections of the conversation that are not conventional Arabic
speech. These contain non-verbal vocalizations, disfluencies,
background noise and distortion. Table 3 provides a sample
of some of these special symbols. Further details are available
in the documentation of the respective corpus.

2.5. Egyptian Arabic Lexicon

An Egyptian Arabic colloquial pronunciation dictionary
which supplements the corpora mentioned above, is avail-
able (LDC99L22). The lexicon contains 51,202 entries from
the ECA-96, ECA-supplement and the Badawi and Hines dic-
tionary of Egyptian Colloquial Arabic. This lexicon includes
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Symbol Interpretation
{text} sound made by the talker
[text] background or channel sound
<language text> speech in another language
((text)) unintelligible, best guess provided

() unintelligible; can’t guess text

FHRpextF* idiosyncratic word, not in common use

-text , text- partial words

Table 3. A sample of the special symbols using in the Ara-
bic transcripts. These represent non-conventional speech seg-
ments such as non-verbal vocalizations, disfluencies, back-
ground noise and distortion.

orthographic representation of words in the LDC romaniza-
tion scheme and Arabic script along with morphological,
phonological, stress, source, and frequency information.

3. TRANSLATION METHODOLOGY

The translations for the Egyptian Arabic Callhome corpus
were obtained using crowd-sourcing techniques. Crowd-
sourcing has become a standard technique in the collection
and annotation of scientific data [3, 4, 5, 6, 7, 8] includ-
ing data for natural language processing tasks like machine
translation [9]. We use the crowdsourcing platform, Amazon
Mechanical Turk (MTurk) to obtain translations. We follow
the best practices suggested by [9] in this process.

3.1. Pre-processing

Each transcript was pre-processed to remove markup, in-
cluding the special symbols described in Section 2.4. Some
special symbols contain text in a foreign language (mostly,
English). These were retained so that they could be passed
through to the translation. Utterances that comprised only of
markup and the special symbols were removed. Each utter-
ance in the corpus contains channel and segment information.
These were incorporated as a part of a segment identifier so
that the translations could be mapped back to the transcrip-
tions and the speech segments.

3.2. Collecting Translations

A translation task on the MTurk platform is presented to the
translators as a HIT (Human Intelligence Task). Each trans-
lator was presented with a sequence of ten segments to trans-
late. These segments or utterances were always presented in
the order they appear on the transcripts. Since the conversa-
tion consists of two channels, the order presented generally
comprised of alternating speakers. This allowed the transla-
tors to incorporate context wherever it is available and helpful.
Each HIT included translation instructions derived from [9].
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In addition, translators were instructed to retain the foreign
language information in the utterance. As noted earlier, the
transcripts were converted to Arabic script from an interme-
diate romanized version. We did not attempt to normalize any
non-MSA words to create an MSA equivalent. Four indepen-
dent translations were obtained for each utterance using such
HITs.

3.3. Quality Control

MTurk provides a quality control mechanism which relies on
vetting of users and qualification tests. However, these meth-
ods in isolation are not enough to guarantee high quality trans-
lations. We used the following quality control measures to
ensure that the quality of the translations was acceptable and
to prevent inappropriate use of the platform.

e For each utterance, we obtained translations from
Google Translate. If a translation had a small edit
distance from the translation obtained via Google
Translate, it was flagged, reviewed and rejected if it
had the same errors.

e The utterance for translation task was presented as an
image rather than as text. This prevented users from
using online translation services to cut and paste trans-
lations.

e Manually translated gold standard segments were in-
serted into our dataset. Each translator was presented
with three such segments. Their HITs were flagged,
reviewed and rejected if their translation for these seg-
ments was not similar to the gold standard translations.

e We gathered self-reported geographical and language
information for each of our contributors on MTurk. The
specification for our task asked native Arabic speak-
ers to participate. Since HITs had to be manually ap-
proved, we checked translator metadata and number of
translations received. In addition, prior to approval, a
spot check of the translations was conducted. Finally,
higher preference was given to trusted Arabic speakers
that we have worked with on other translation tasks.

3.4. Post-processing

The translations were split based on the partitions described
in Section 2 and each partition was duplicated (typically four-
fold) to obtain redundant/independent translations. For some
utterances, we ended up obtained more than four translations.
These were stored in an overflow file. Utterances that only
contained markup and special symbols (which were previ-
ously removed) were re-inserted into this set of translations
to restore utterance-level synchronization with the LDC cor-
pora.
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Partition #Utt’s | # Words | Words/Utt
ECA-96 (train) 86,313 | 713,549 8.27
ECA-96 (dev) 25,769 | 186,400 7.23
ECA-96 (test) 12,212 85,182 6.98
97-eval-H5 11,248 91,647 8.15
ECA-supplement | 11,126 87,489 7.86

Table 4. The results of the translation task described in sec-
tion 4. Each utterance in the original partitions has about four
redundant translations. The number of utterances in column
2 has hence effectively been multiplied by 4. The last column
represents the number of words per utterance in the transla-
tions.

Partition Crossfold BLEU
ECA-96 (train) 40.09%
ECA-96 (dev) 35.64%
ECA-96 (test) 35.86%

97-eval-HS 35.81%
ECA-supplement 37.15%

Table 6. Inter-annotator BLEU per partition of the Callhome
Egyptian Arabic corpus, supplements and evaluation datasets.
Each translation was evaluated against three translations to
obtain a BLEU score per utterance. This was averaged per
partition.

4. TRANSLATION TASK RESULTS AND
CONSISTENCY

In total, 838 translators participated in this process, producing
143,568 translations in English. Table 4 summarizes the re-
sults of the translation task. Note that the average number of
words per utterance has increased after translation to English.
Table 5 provides a sample of the translations obtained.

To measure inter-annotator agreement, we used a cross-
folding type BLEU scoring scheme. Translations for each
partition were lower-cased, tokenized using the Penn WSJ
treebank conventions, and punctuation was normalized. Each
translation was then evaluated against the remaining three
translations in a cross-folding fashion. The results were av-
eraged per dataset partition. The results of these experiments
are in Table 6.

5. PLANNED CORPUS RELEASE

In a manner similar to the previous work on speech translation
of [10], based on the Spanish Fisher and Callhome corpora,
we plan to provide Automatic Speech Recognition (ASR) out-
put for the datasets in the Callhome Egyptian Arabic corpus.
The ASR output will be provided in the form of OpenFST lat-
tices, lattice oracles (paths that have the least word error rate
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in the lattice) and the 1-best output. This will effectively lead
to the creation of a four-way parallel dataset with Egyptian
Arabic speech, transcripts, ASR output and English transla-
tions. Our goal in providing the ASR output is to enable re-
search in speech translation for Statistical Machine Transla-
tion (SMT) researchers as well.

6. CONCLUSION

We presented the Callhome Egyptian Arabic Speech Trans-
lation Corpus based on the Callhome Egyptian Arabic cor-
pus, supplements and evaluation (HUBS) datasets. With the
ASR output, the resulting speech translation corpus is a four-
way parallel dataset with Egyptian Arabic speech, transcripts,
ASR output (lattice, lattice oracle and 1-best) and transla-
tions. This in-domain dataset is an effort to aid research in
translation of spontaneous, conversational speech with a long
term goal of improving human-human conversation.
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