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    Abstract 

Described is a large-scale implementa-
tion of a Moses-based machine transla-
tion system in the United Nations aiming 
at accelerating the work of translators. 
The system (called TAPTA4UN) has 
been trained on extensive parallel corpora 
in 6 languages. Both automatic and hu-
man evaluations are provided. The sys-
tem is now used in production by profes-
sional translators. The technical chal-
lenges of scalability and the final evalua-
tion by users are also described. 

1 Introduction and related work 

The introduction of machine translation (MT) at 
the United Nations (UN) is quite unusual in the 
sense that it was professional translators in New 
York, not the management, who promoted the 
development and implementation of a statistical 
machine translation (SMT) system that would 
facilitate their work, in particular for certain 
categories of recurrent documents. Some UN 
translators in New York had used Google Trans-
late and Bing Translator either through their web 
interfaces or through computer-assisted transla-
tion tools, and had found that, in some specific 
cases, these systems were able to produce rough 
drafts that were deemed to be good enough for 
post-editing. However, these systems could not 
be customized to reflect the UN style and termi-
nology guidelines, which are mandatory.  

For this reason, a pro-bono collaboration was 
established with another international organiza-
tion (World Intellectual Property Organization – 
WIPO) to use their existing SMT system (called 

                                                 

 

TAPTA described in Pouliquen et al 2011), 
based on Moses (Koehn et al. 2007), and to train 
it with UN documents. This first experimental 
system, described in Pouliquen et al. 2012, was 
trained with a corpus of 11 years of English-
Spanish UN documents, translated and revised 
by a large team of highly-skilled translators. The 
results of this system, which were reflected in 
automatic and human evaluations, elicited a very 
positive reaction from Spanish translators, in par-
ticular revisers (senior translators), who do not 
adopt new technologies easily, but who found 
that MT could be useful, as it eliminated the need 
for typing and it presented highly consistent ter-
minology (hence the name: translation accelera-
tor). 

As the collaboration project with WIPO was 
coming to an end, the Spanish translators re-
quested the management to implement the new 
system on servers administered by the UN. The 
enthusiastic feedback from the Spanish transla-
tors prompted colleagues in other translation ser-
vices to request the inclusion of their language 
combinations to develop additional systems. 

Following-up on this request and the momen-
tum gathered by the English-Spanish prototype, 
UN decided to proceed and set up a system 
whose architecture is capable of handling all lan-
guage pairs from and into English. As the UN 
has 6 official languages (namely Arabic, Chi-
nese1, English, French, Spanish and Russian),2 
our challenge was to train 10 SMT models, to 
set-up an architecture allowing UN translators to 
use the models intensively, and with a quality 
that should at the very least be better than pub-

                                                 
1 UN uses simplified Chinese 
2 Some documents are also available in German but 
we have not included them in our system yet 
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licly available MT engines (namely Google 
Translate and Microsoft Bing Translator). 

For various reasons (budget, flexibility, acces-
sibility, etc.) we also wanted to train and use the 
models in the cloud. 

Similar work has already been done on proc-
essing extensive parallel corpora such as Koehn 
et al. (2009), with an impressive number of 462 
language pairs. Other SMT systems running in 
production are using large corpora (e.g. 
Pouliquen et al. 2011, Zhechev 2012). Training 
an SMT system in the cloud is a known option as 
it allows any user to get a well scaled server on 
demand (see e.g. Khalilov & Choudhury, 2011).  

2 System description 

Our approach relies purely on phrase-based 
SMT, using the open-source toolkit Moses. The 
main advantage (over other techniques like rule-
based systems) is that we can easily train new 
models as far as we have parallel data (in the fu-
ture, we could in theory train 21 systems if we 
wanted to have all language combinations, and 
even 28 if we include German). 

2.1 Data 

Every UN document, regardless of the source 
language, is translated into the 5 remaining lan-
guages. Therefore, we have similar sizes of cor-
pora across languages. However, for some tech-
nical/historical reasons not every single text is 
electronically available in all 6 languages, which 
forced us to export our data as 5 different bitext 
collections3. See table 1 for a detailed description 
of the corpora size (after filtering).  

 
Table 1: Bitext corpora size 

Language 
pair 

English 
Million 
words 

Million 
segments

# docu-
ments 

en--ru 269 12 68993 

en--fr 266 13 72324 

en--ar 224 10 64708 

en--es 212 10 57933 

en--zh 190 8 59840 

 
Independently from our work, though very 

similar, a new version of the UN corpus (Franz, 

                                                 
3 For technical reason the original language and the 
translated language are unknown when exporting the 
data, therefore we do not differentiate source and tar-
get direction (ie. the French texts translated into Eng-
lish from the English texts translated into French).  

2013) has been made available recently by 
LDC4. 

2.2 Preprocessing steps 

In any data-driven approach, the cleaner the cor-
pus the better. Therefore, we also concentrated 
on preparing clean data. This is done through 
various steps, detailed here: 
 
1) Tokenization 
The basic step before going any further with text 
analysis is tokenization, as Moses is based on 
word translations. We built our own tokenization 
engine so that we could adapt it to our specific 
SMT needs (it is based on the Lucene framework, 
McCandless et al., 2012). 

Certain common rules are applied to English, 
Spanish and French (acronyms, Greek letters, 
references), and we use some language-specific 
rules (e.g. apostrophes). 

For Chinese, we use SmartCn 5  with some 
adaptations (eg. recognize figure references as one 
single token: "部队由贝宁(300～304)、加纳" 

� "部队 | 由 | 贝宁 | (300-304) | , | 加纳").  

Arabic is also quite challenging for SMT (see 
Soudi et al., 2012). We remove short vowels, and 
try to split the most common prefixes, which are 
usually not ambiguous when found at the begin-
ning of a word: 

 
al-"ال", wal- "وال", lil- "MNNNO", bi- "ب", lia- "ال", 

kal- "لQNNآ“ 
 
In addition, for other prefixes which could be 

ambiguous (like "ka-"), we add a finite list of 
words where we force the split. 

e.g. 
" TUVWآXYQZ " diplomat, which is decomposed in 

the prefix "ka-" - as - ("ك") and "XYQZTUVد" - 
diplomat 
 
 
2) Sentence alignment 
We use a home-made adaptation of Champollion 
(Ma, 2006) where the tool first aligns sentences 
and then tries to split at a lower level (segment 
level) when the sentence contains more than 80 
characters (the further step of word alignment 

                                                 
4 
http://www.ldc.upenn.edu/Catalog/catalogEntry.jsp?c
atalogId=LDC2013T06  
5 
http://lucene.apache.org/core/old_versioned_docs/vers
ions/3_0_0/api/contrib-smartcn/  
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will ignore long sentences, therefore smaller 
segments are generated at that stage). 

 
3) Filtering 
Texts that are not in the expected language are 
discarded. Special care is taken to clean the 
automatically aligned segments: after the Cham-
pollion process, we compute a lexical score be-
tween segments, using an automatically learned 
bilingual dictionary. Each aligned segment has a 
score between 0 and 100. If its average score is 
lower than 15, all the segments in a bitext are 
discarded. A filter is then applied to adjacent seg-
ments in order to "propagate" the alignment 
score to neighbors, so that a bad alignment be-
tween good segments is retained and, conversely, 
a good alignment between bad segments is dis-
carded. Another specific filter discards groups of 
3 consecutive segments with exactly the same 
source and target text in order to exclude un-
translated paragraphs from a text. 

2.3 Training and scalability 

A tool that parallelizes all the preprocessing steps 
has been built. The input corpus is split into sev-
eral parts and each step (tokenization, sentence 
alignment, filtering) is applied to each part in 
parallel.  

We set apart a collection of recent documents 
from the resulting parallel corpora for all lan-
guage pairs. Out of these documents, we ran-
domly select 1000 segments for testing and 2000 
as a development set used later for weight opti-
mization. 

As in a typical training procedure, the first step 
relies on computing word alignment models. For 
this we use MGIZA++ (Gao & Vogel 2008) to 
accelerate the process. Despite the multi-thread 
computations of MGIZA++, this step still takes 
about 2-3 days on a 8-core server, on average and 
for each language pair (Note that word alignment 
is slow because of generally long sentences). 

In the newest version of Moses, training 
scripts have been extensively parallelized, reduc-
ing the time needed for the remaining standard 
training steps to about one day. Before, this was 
the longest part which could take several days. 

Original binary versions of the phrase table 
and reordering model are huge; on average we 
observe sizes of around 20 Gb, counting both 
tables. We have chosen to prune the phrase table 
using the significance-based method described in 
Johnson et al. (2007). This is also done in paral-
lel by splitting the phrase table and merging the 
filtered parts. Pruned single-word phrase pairs 

are reintroduced into the phrase table to avoid 
OOV-errors during translation. The reordering 
model is filtered according to the pruned phrase 
table. As a result, our phrase table and reordering 
model sizes are reduced by a factor of 3. 

A further significant size reduction is achieved 
by applying the compact phrase table tool de-
scribed in Junczys-Dowmunt (2012) to binarize 
phrase tables and the reordering models. 

Language models are being computed with the 
IRSTLM toolkit (Federico et al., 2008). We use 
5-gram language models but we first prune the 
model by setting a threshold that discards half of 
the less significant 5-grams and then we apply 
the prune-lm tool provided by IRSTLM. Pruning 
cuts the size to approximately half the original, 
while not greatly affecting quality (BLEU score, 
Papineni et al. (2002), falls from 50 to 49.8). 
 
Table 2: Model size reduction (English����Chinese 

model). 
Phrase table Reordering 

model 
Language mod-
el 

 

M rows Gb M rows Gb M rows Gb 

Basic 82 9.70 82 8.70 49 1.70 
Pruned 19 2.20 19 1.90 31 1.00 
Bi-
narized 

 0.27  0.15  0.70 

 
The size reduction has been systematically ap-

plied to all described language pairs and transla-
tion directions. An example for English into Chi-
nese is given in Table 2. We can see that instead 
of the initial 20 Gb, we end up with only 1.12 Gb 
of disk space consumed for each model. This 
means that during translation a similar amount of 
memory is being used by each translation process. 
Several translation directions can now be easily 
loaded into memory on a single server avoiding 
IO-bottlenecks completely. Besides making it 
possible to use large translation models on aver-
age-size servers, there are significant speed gains. 

 
Translation speed is further optimized by us-

ing the Cube-Pruning algorithm (Huang & 
Chiang, 2007) built into Moses. This (under-
advertised) feature of Moses, in combination 
with in-memory storage, allows for increases in 
the average translation speed by an order of 
magnitude, compared to standard settings. Small 
losses in translation quality (fractions of one 
BLEU point) due to Cube-pruning are acceptable. 

2.4 Architecture 

The training and decoding services are currently 
hosted on two cloud servers running instances of 
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Linux. We have chosen to employ two Amazon 
Elastic Clouds servers with the so-called "High-
Memory Quadruple Extra Large Instance" con-
figuration.6 

We first trained our models on one server and 
used the other one as a decoding server. However, 
even after optimization of the memory footprint, 
one server alone was not enough to host all the 
language pairs7 . Therefore, we decided to run 
some decoders on one server (en-es, en-ar, en-zh) 
and all the others on the second one. The first 
server can be used to train new models while still 
being used in production as a translation server. 

We run a web application server (Apache 
Tomcat) that connects to a translation server (in-
house developed Java-RMI) that queues requests 
and selects the next available Moses engine to 
handle translation. 

2.5 Translating interface 

In addition to a raw translation service (basic 
"Moses" Unix command), for final users we de-
veloped a web graphical interface, together with 
a web service, to help users in their daily work. 
The graphical user interface is developed as a 
Java-Jsf 2.0 web application running on Tomcat. 
 

 
Figure 1: Graphical user interface example from 

English into Arabic. Note that parallel sentences 

and translated words are highlighted; users can 

select alternative translations for each segment 

 
This interface allows users to cut and paste 

any text and get the corresponding translation. 
Any click on a segment will display alternative 
translations (up to 24) and users can select any 
alternative or write their own version. Each word 
gets highlighted together with its translation 
(same for segments). 

 

                                                 
6 Memory: 64Gb, 8 cores, 400 Gb disk,  
7 For every language pair the current implementation 
uses several Moses instances that do not share resources 

In parallel, a more general web service allows 
for an easy integration with any other applica-
tion, the client provides the source text, the lan-
guage pair and receives an XML response con-
taining various pieces of information, including 
alternative translations. 

 
Example: http://my.server/translateXml.jsf? 

langpair=en-es&q=green%20economy  
<xml>economía ecológica 
<raw_mt>economía ecológica</raw_mt> 
<alternatives> 
  <alt n="0">economía ecológica</alt> 
  <alt n="1">economía verde</alt> 
  <alt n="2">en favor de una economía verde</alt> 
... 
</alternatives> 
</xml> 

 
This web service has been used to integrate the 

system with two computer-assisted translation 
tools, one commercial (SDL Trados Studio 2011) 
and one internally developed (eLuna) that will be 
used as the main translation interface for all UN 
translators in all duty stations after 2014. 

2.6 Usage 

Immediately after training, the systems were 
made available to all translators, before a human 
evaluation was conducted. 

We monitored the use of the web interface 
during four months, from 1st of December 2012 
up to 31st of March 2013 (121 days). Table 3 
gives a good indication of the server usage for 
given language pairs. 
 
Table 3: Usage statistics over 121 days, average 

segments submitted for translation (together with 

the number of words of the source language). 

Numbers are given per day (including non work-

ing days).  

 # segments/day # words/day 

ar-en 2.32 55.19 

en-ar 3'124.51 55'659.16 

en-es 701.98 13'347.09 

en-fr 82.60 2'024.41 

en-ru 468.73 7'459.43 

en-zh 491.85 11'270.80 

es-en 29.69 701.61 

fr-en 1.66 30.11 

ru-en 2.18 42.54 

zh-en 0.45 (estimated)11.76 
 
The average daily amount of translated words for the 
English-Spanish language pair at the UN is estimated 
at 42,000 (also including non-working days). The 
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amount of words submitted to TAPTA4UN by users 
during this period accounted for more than one quar-
ter of that total. 

3 Evaluation 

In order to have comparable metrics across lan-
guages we have chosen to work on a test set 
where every single sentence is available in the 6 
languages. 

We took new documents published between 
November and December 2012 (after our train-
ing). Five bitexts were exported containing be-
tween 163 and 185 documents. 

We applied our sentence-alignment tool to ex-
tract parallel segments from each bitext, and 
ended up with 1464 segments available in 6 lan-
guages. Then the following empirically set filter-
ing criteria were applied: 
• English segment length is between 40 and 

600 characters 
• Translation has between 33% and 133% of 

the English length (except Chinese: be-
tween 12% and 53% of English length) 

• We filtered out any segment starting with 
a number as we may have paragraph num-
bers missing in one of the 6 segments (ie. 
"6. introduction" and "introduction"). 

As a result, 1175 segments were kept as part 
of our test set. This test set will be used for our 
automatic evaluation (computing BLEU/ ME-
TEOR for any language pair) as well as for a 
human evaluation. 

3.1 Automatic evaluation 

We use the common measure BLEU and ME-
TEOR (Denkowski and Lavie, 2011) to compare 
the MT output with the reference translation. Ta-
ble 4 sums up the BLEU/METEOR scores per 
language pair. For comparison, the same input 
text has been submitted to two freely available 
translation tools: Google Translate and Bing 
Translator. 

 
Table 4: Automatic evaluation, computed 

BLEU/METEOR scores for 1175 segments, by lan-

guage pair 

Our SMT Google Bing Lang-

pair Bleu Meteor Bleu Meteor Bleu Meteor

ar-en 55.25 43.79 40.718 40.108 51.17 43.22 

en-ar 44.10 18.72 33.74 17.13 28.94 15.91 

en-es 61.81 76.69 53.39 71.24 46.86 67.54 

en-fr 51.23 67.11 45.58 62.39 42.19 60.07 

en-ru 50.85 66.53 39.67 58.22 38.96 58.22 

en-zh 43.17 n/a 34.16 n/a 32.77 n/a 

es-en 60.32 47.87 52.54 43.95 49.18 43.79 

fr-en 53.36 44.11 46.46 40.18 43.39 39.85 

ru-en 58.56 45.11 47.71 42.10 47.09 41.70 

zh-en 42.31 39.71 36.55 37.99 30.60 34.64 

 
Our SMT system clearly outperforms the two 

other engines in all the language pairs. This does 
not come as a surprise as Google and Bing are 
general purpose MT tools while our own system 
is trained exclusively on in-domain documents. 

The first users of our prototypes also came to 
the conclusion that the system was good enough 
to accelerate translation through post edition. We 
decided to proceed with a more systematic 
evaluation of translators' impressions of the tool. 

  

3.2 Human evaluation 

The systems were made available to all UN 
translators in New York and other duty stations 
for several months before the human evaluation. 
Translators were free to use them as they wished. 
Some patterns of usage emerged, where en-ar, 
en-es and en-ru, in decreasing order, were the 
most used. 

During the human evaluation, every test seg-
ment was translated with the corresponding sys-
tem. For each language pair from English into 
one other official language, three translators were 
assigned by the Chief of each Service (one P5, 
Senior Reviser, one P4, Reviser, and one P3, 
Translator). Due to the smaller size of the Eng-
lish Translation Service and the high number of 
systems to be evaluated by its staff (from each 
official language into English), only two English 
translators were assigned per language combina-

                                                 
8 Despite many attempts, we were not able to 
translate some Arabic segments into English with 
Google (for these sentences only empty results 
were returned). This evaluation was done on the 
remaining 1022 segments for ar-en. 
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tion. Two verbatim reporters (a separate category 
of translators tasked to prepare and translate 
procès-verbaux of main UN bodies) requested to 
participate in the evaluation for en-ar and en-ru. 
The participation of these additional translators 
explains the varying number of evaluators across 
the language combinations. All evaluators were 
asked to judge the output of the system by their 
degree of fluency and adequacy (defined as met-
rics in Denkowski & Lavie, 2010). 

Table 5 summarizes the result of the evalua-
tion. The average adequacy was measured on a 
scale from 5 (all the input information has been 
transferred to the translation) to 1 (none of the 
original information has been transferred), and 
the average fluency from 5 (flawless) to 1 (in-
comprehensible). We also wanted to assess the 
inter-evaluator-agreement; for this purpose, the 
"average maximum divergence" score was com-
puted, which measures the maximum difference 
of one metric – fluency/adequacy – between all 
evaluators). We decided to set a threshold of 1.3 
in order to discard segments where the evaluators 
disagreed too much on their evaluation. Then we 
computed "filtered adequacy" and "filtered flu-
ency" together with the average maximum diver-
gence score (which was used as a metric of how 
well the evaluators agreed during this exercise). 

 

3.3 Discussion 

Given the huge structural differences among lan-
guages, it is difficult to conduct a meaningful 
comparative analysis. Also, cultural attitudes 
towards MT might explain the gap between some 
human evaluations and the corresponding BLEU 
scores.  

 
As expected, the results for en-es were the 

highest among all language combinations. The 
evaluators were the same translators as in our 
previous experiment and they were familiar with 
the system as they use it regularly in their daily 
work. This language combination was the first to 
be implemented and MT is perceived by Spanish 
translators as yet another translation tool.  

 
Scores for en-ar and en-ru were surprisingly 

high and are correlated with usage statistics that 
show that the en-ar system is the most used, 
while en-ru has experienced a consistent increase 
in the number of users. Being inflected languages, 
the scores for the human evaluation of Arabic 
and Russian show a considerable gap between 
adequacy and fluency. The need to make many 
small corrections across each segment signifi-
cantly increases the necessary post-editing time 
for such languages. This, in turn, may have gen-
erated a worse impression in reviewers, thus lo-
wering the overall fluency score. 

 
 

Table 5: Human evaluation results, indicating, for each language pair, the number of evaluators, the av-

erage adequacy, the average fluency, the filtered adequacy, the filtered fluency, the number of filtered 

segments, the average maximum disagreement score and the MT BLEU score 
 

 

 
 

Scores Filtered scores 

Language 
pair 

# 
evalua-
tors Adequacy Fluency 

Filtered 
adequacy 

Filtered 
fluency 

# Lines 
after 
filtering 

Average  
Max  
divergence 

Machine trans-
lation BLEU 

ar-en 2 3.47 3.00 3.50 3.01 1094 0.30 55.25 

en-ar 4 3.30 3.20 3.74 3.61 662 1.37 44.10 

en-es 3 4.01 3.52 4.17 3.70 894 1.04 61.81 

en-fr 3 3.34 2.95 3.37 3.04 711 1.39 51.23 

en-ru 4 3.84 3.35 3.97 3.57 813 1.23 50.85 

en-zh 3 2.00 1.44 1.88 1.31 896 1.23 43.17 

es-en 3 3.97 3.35 4.20 3.59 576 1.56 60.32 

fr-en 2 3.97 3.26 3.99 3.24 933 1.00 53.36 

ru-en 2 4.08 3.48 4.13 3.54 1016 0.84 58.56 

zh-en n/a n/a n/a n/a n/a n/a n/a 42.31 
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It should be stressed than most users for these 
language combinations use our system through 
SDL Trados Studio 20119. We have found that 
UN translators tend to use MT more and more 
readily when it is integrated in a computer-
assisted translation environment. Also, one factor 
for the popularity of our system in these two lan-
guage combinations is the fact that MT facilitates 
the switch between alphabets. 

 
The evaluation scores for en-fr and en-zh were 

quite low, which was unexpected when consider-
ing that both systems got solid BLEU scores that 
were better than Google and Bing MT systems 
(51.23 and 43.17, respectively, for our system). 
At the same time, the server statistics for en-fr 
show that the system is seldom used by transla-
tors.  

 
For the evaluation of the systems with English 

as target language, it is possible that some of the 
reviewers may have applied standard editorial 
criteria (i.e. those criteria applied to human trans-
lators, which are fairly strict) to the test, which 
would explain the extremely high amount of sen-
tences filtered out from the ar-en, ru-en and fr-en 
tests. 

 
For the future, it would be interesting to come 

up with a way to factor in cultural attitudes to-
wards MT across the different UN translation 
services and across duty stations. 

 
Conclusion and future work 

The tool is currently used in production and the 
server receives on average 7000 segment transla-
tion requests per day. We receive positive feed-
back from professional translators. 

We are considering putting in place an auto-
matic procedure to retrain regularly with up-to-
date exports of parallel text. We would also like 
to retrain the system using other UN duty sta-
tions as domains. 

When translating from/to Russian, Chinese or 
Arabic, the tool does not translate unknown 
proper names. An interesting development would 
be to investigate automatic transliteration. 

We would like to implement some post-
processing procedure to verify terminology com-
pliance against the UN mandatory terminology 
database. 

 

                                                 
9 http://www.sdl.com/products/sdl-trados-studio/ 
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