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Abstract

We present an approach for translating
subtitles where standard time and space
constraints are modeled as part of the gen-
eration of translations in a phrase-based
statistical machine translation system (PB-
SMT). We propose and experiment with
two promising strategies for jointly trans-
lating and compressing subtitles from En-
glish into Portuguese. The quality of the
automatic translations is measured via the
human post-editing of such translations
so that they become adequate, fluent and
compliant with time and space constraints.
Experiments show that carefully selecting
the data to tune the model parameters in
the PB-SMT system already improves over
an unconstrained baseline and that adding
specific model components to guide the
translation process can further improve the
final translations under certain conditions.

1 Introduction

The increasing demand for fast and cheap genera-
tion of audiovisual content is pushing research and
development in the automatic translation of sub-
titles. Several attempts have been made in recent
years to translate subtitles automatically by using
different Machine Translation (MT) approaches
(see Section 2). Overall, it has been shown that
translation tools can be very helpful in producing
adequate and fluent translations of subtitles, yield-
ing significant time (and cost) reductions when
compared to manually translating subtitles. How-
ever, subtitling has other important constraints in
addition to translation quality: translations must fit
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the space available on the screen and time slot so
that they can be read by viewers. None of the ex-
isting approaches to translating subtitles considers
these constraints.

When generating or translating subtitles from
audio transcripts, human subtitlers should follow
several conventions. Especially due to the advent
of the DVD and the increasing use of smaller and
smaller screens, norms and conventions in subti-
tling evolve quickly (Cintas and Remael, 2007).
Currently, a norm of 40 characters per line, with
two lines per screen, seems to be the most widely
accepted for television screen, with common vari-
ants reaching up to 50 characters per line. Regard-
ing time, a subtitle should remain in the screen for
at least 1 second and at most 6 seconds if it con-
tains two full lines.

It is important to make a distinction between
translating directly from an audio transcript and
translating from a subtitle in the source language.
An audio transcript is likely to breach the time/s-
pace constraints simply because of the differences
between human listening and reading rates. There-
fore, some compression is usually necessary when
generating monolingual subtitles. Producing sub-
titles in a second language however may require a
second level of compression: even if the source
language subtitle observes the time/space con-
straints, depending on the language-pair, a trans-
lation can be considerably longer than the source
subtitle. This is particularly the case for transla-
tion between languages with significant structural
differences such as English and the Romance lan-
guages. Additionally, lower quality source subti-
tles may already violate the time/space constraints.

We propose an approach for joint translation and
compression that can be applied to translating from
both transcripts and source language subtitles. We
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experiment with the translation of English subti-
tles from a few popular TV series, taken from the
OpenSubtitle section of the Opus corpus,1 which
contains both transcripts and translations by ama-
teur subtitlers. As we discuss in Section 3.1, this
corpus is particularly appealing for compression,
since even manually produced translations violate
the time/space constraints: 33.5% of the transla-
tions are longer than the recommended standard,
with an average of 10 ± 7 additional characters.

Since compression may incur some loss of in-
formation, it should only be performed when nec-
essary. The proposed approach dynamically de-
fines the need for compression for every source
subtitle and uses this information to bias the sys-
tem to produce translations with the appropri-
ate length. In order to do so, it exploits two
main strategies for joint translation and compres-
sion in Statistical MT (SMT): the tuning of the
SMT model parameters using a carefully selected
dataset where space/time constraints are observed
and the addition of explicit model components to
guide the compression of the source subtitles via
the selection of translation options that globally
optimize the length of the target subtitle.

Our approach brings the following main contri-
butions to previous work: (i) it takes advantage of
the paraphrases that naturally occur in SMT sys-
tems, as opposed to resorting to artificially gener-
ated and potentially noisy paraphrases, or to the
deep language processing techniques required by
other sentence compression approaches; (ii) it is
cross-lingual and therefore aims at ensuring that
the target subtitle is compressed as required, as
opposed to compressing the source subtitle, which
could later get de-compressed as a consequence of
an automatic translation, or directly compressing
the target subtitle, which would require a sentence
compression method for each target language; (iii)
it dynamically identifies the need for compres-
sion as a function of the time/space available for
the source subtitle, avoiding unnecessary compres-
sion, which could lead to inadequate translations;
(iv) it yields a more efficient method for correct-
ing both translation and compression in a single
step. Additionally, it allows a more objective way
of evaluating compression and translation based
on these corrections, as opposed to commonly
used subjective evaluation metrics based on human
judgments for adequacy and fluency.

1http://opus.lingfil.uu.se/

2 Related work

Several attempts have been made to translate sub-
titles automatically using Rule-Based (RBMT),
Example-Based (EBMT), Statistical (SMT) and
also Translation Memory (TM) tools. The first at-
tempt by Popowich et al. (2000) use a number of
preprocessing steps in order to improve the accu-
racy of an RBMT system and report 70% accuracy
in a manual evaluation. In (Armstrong et al., 2006)
an EBMT system is built using a corpus of subti-
tles. A comparison using a larger heterogeneous
corpus including sentences from Europarl shows
that a homogeneous setting leads to better transla-
tions. Volk (2008) uses an SMT system trained
on a corpus of 5 million subtitle sentences and
reports that SMT outputs can still be acceptable
translations as long as they lie within 5 keystrokes
from a reference translation. Sousa et al. (2011)
presents an objective way of measuring transla-
tion quality for subtitles in terms of post-editing
time. Experiments with a number of MT/TM ap-
proaches show that post-editing draft subtitles is
consistently faster than translating them, and that
post-editing time can be used to compare alterna-
tive TM/MT systems.

None of these approaches considers time/space
constraints to generate or assess translations. On
the other hand, a number of approaches have been
proposed to compress subtitles. Most work is re-
lated to the ATraNoS2 and MUSA3 projects. These
projects focused on the monolingual compression
of audio transcripts based on handcrafted deletion
and substitution rules and statistics extracted from
a parallel corpus of original transcripts and their
compressed version (Daelemans et al., 2004; Van-
deghinste and Pan, 2004). Piperidis et al. (2004)
use TM and RBMT systems to translate the com-
pressed subtitles. Glickman et al. (2006) contrast
context-independent and context-dependent mod-
els to replace words in subtitles by shorter syn-
onyms. Context models based on distributional
similarity provided useful estimates, but they re-
sulted in an accuracy of only 60%.

Previous work on general monolingual text
compression can also be mentioned (Knight and
Marcu, 2000; Cohn and Lapata, 2009). However,
these works do not model time/space constraints
explicitly and are rather aimed at compressing ev-
ery input sentence. A closely related work on
2http://atranos.esat.kuleuven.ac.be/
3http://sifnos.ilsp.gr/musa/
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monolingual compression is that by Ganitkevitch
et al. (2011). The authors generate sentential para-
phrases from phrasal paraphrases using the syntax-
based SMT framework with two additional fea-
tures to explicitly model compression. However,
a fixed, pre-defined compression rate is used for
all input sentences, as opposed to a dynamic rate
that depends on the input segment and the need for
compression given time/space conventions.

3 Cross-lingual sentence compression

3.1 Motivation

In what follows, we illustrate the need for com-
pression in subtitles taking as example the English-
Portuguese language pair and manually translated
subtitles from 3 recent episodes of 6 popular TV
series, amounting to 8, 144 pairs of subtitles. Here
a subtitle refers to the sequence of words appearing
in one screen before an end-of-sentence marker.

For this analysis, we define the notion of ideal
length as a function of the duration of the source
language subtitle. More specifically, we consider
the amount of time the source language subtitle is
shown on the screen to define the ideal length of its
translation. We follow the conventions in (Cintas
and Remael, 2007) to identify the expected num-
ber of characters given a time slot and the frame
rate. For example, if the source segment remains
on the screen for 1 second, given the frame rate un-
der consideration (25 frames per second), the num-
ber of characters in the translation (as well as in the
source) subtitle should not exceed 17 characters.

By looking at the manually produced target side
of this corpus, we found that 33.5% of the trans-
lations do not respect this ideal length, contain-
ing an average of 10 ± 7 additional characters.
This may be a consequence of the fact that the
source subtitles are sometimes too lengthy, since
they were mostly generated by amateur subtitlers
and are often merely transcriptions from the au-
dio. In fact, 36.28% of the source subtitles are
on average 8.85 ± 6.73 characters longer than ex-
pected. Nevertheless, 45.2% of the target subtitles
are longer than the source subtitles by an average
of 5 ± 4.5 characters, showing the natural differ-
ence in length between the two languages.

In order to show that standard MT tools will also
fail to generate time/space compliant translations,
we used Google Translate, a freely available trans-
lation tool, to translate the original subtitles. We
found that 42.3% of the translations do not ob-

serve the ideal length, containing an average of
11.6±8.7 additional characters. Interestingly, 63%
of the translations are longer than the sources, with
an average of 5.5± 4.3 additional characters. This
seems to confirm the expected tendency: longer
Portuguese translations are produced from English
texts. It also shows that a general purpose MT sys-
tem performs worse than the average amateur sub-
titler, producing even longer translations.

3.2 Rationale

We propose a joint approach to sentence transla-
tion and compression. The approach is based on a
modification of the standard PB-SMT framework
to include time/space constraints based on the in-
put text. While in this paper we apply this ap-
proach to the translation of subtitles, it could be
used for other applications that also require dy-
namically compressing translations.

In a nutshell, PB-SMT learns a bilingual dictio-
nary of phrases (the phrase table) and their asso-
ciated translation probabilities from a parallel cor-
pus. It is not unusual that a given phrase in the
source language is assigned a number of possible
phrases in the target language, to accommodate for
phenomena such as the ambiguity and paraphras-
ing in translation. During the translation process
(decoding), the system chooses the translation that
best fits the context based on a number of model
components, among which are the phrase probabil-
ity to indicate how common that translation is for
the source phrase. Hence, a sizeable phrase table
will contain many paraphrases, some of which will
be shorter than others, particularly if this phrase
table is generated from a corpus where the target
language may require some compression. Differ-
ent from previous work where monolingual para-
phrases need to be externally generated, we focus
on using these naturally occurring paraphrases in
the phrase table. This approach has the advan-
tages of providing a natural filter on the quality of
the paraphrases as well as allowing the control of
translation quality and compression rate in a sin-
gle step. Additional paraphrases generated by any
means could also be added to the phrase table, for
example, following the method in (Ganitkevitch et
al., 2011).

Compression may incur some loss of informa-
tion. To prevent unnecessary and excessive com-
pression, we treat compression as a less determin-
istic process by dynamically modeling the need for
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compression as a function of the time/space con-
straints of each specific source segment. Our ap-
proach models time/space constraints by (i) adding
model components to the Moses PB-SMT system
(Koehn et al., 2007) to control the need of com-
pression, and (ii) guiding the tuning process to pre-
fer shorter translations. Each of these strategies is
described in what follows.

3.3 Dynamic length penalty
Time and space constraints can be represented as a
function of the time available for the source subti-
tle, as described in Section 3.1. In practice, these
constraints will affect the length of the target sub-
title, and therefore hereafter we refer to them as
a length constraint. To incorporate this constraint
into the Moses decoder, we define a character-
based length penalty to adjust translations so that
they meet this constraint as the difference between
an expected length and the length of the current
translation hypothesis. A length constraint is thus
set individually for each segment to be translated.

As typical of PB-SMT, our length penalty com-
ponent hlp is incrementally computed in a per-
phrase basis, that is:

hlp(f̄
K
1 , ēK1 , c) =

K∑
k=1

ĥlp(f̄k, ēk, c)

where f̄K
1 denotes a source sentence f broken into

K contiguous phrases, ēK1 denotes the K target
phrases that make up the hypothesised translation
e, and c is the expected length constraint.

The character length penalty models how
much the translation hypothesis deviates
from the expected length constraint c, that
is: hlp(f̄

K
1 , ēK1 , c) ≡ c − length(ēK1 ), where

length(x) is the number of characters of the
sequence x including a space between every adja-
cent token. Every target segment spans a portion
of text that is proportional to the source phrase
being covered, therefore the lenght constraint can
be adjusted to the segment level as ĥlp in:

ĥlp(f̄ , ē, c) = c× length(f̄)

length(f)
− length(ē)

where f̄ is a source phrase, ē is its hypothesised
translation, and length(f̄)

length(f) is a scaling factor that al-
lows computing hlp in a per-phrase basis.

In order to define the expected length constraint,
c, for a given subtitle translation, we consider the
following sources of information (in characters):

<s i d =” 15 ” l p : : i d e a l =” 23 ” l p : : i n p u t =” 19 ”
l p : : m i n =” 19 ”>I n e v e r f e l t t h i s .< / s>

Figure 1: Example of constraints.

• lp::ideal is the ideal length given the duration
of the subtitle and the conventions in (Cintas
and Remael, 2007), as outlined in Section 3.1;

• lp::input is the length of the source subtitle;

• lp::min is the minimum of the 2 above values.

We use the decoder’s XML mark-up scheme to
assign the length constraints to the source subtitles
as shown in Figure 1. Based on these types of in-
formation we build two variations of our approach:

LP2) Two model components: We add the con-
straint lp::ideal that represents a theoretically sup-
ported value based on the source subtitle duration.
That is, with lp::ideal the system is trained to pro-
duce translations that can be read given the time
slot of the source subtitle. However, sometimes a
subtitle is shown for a long time, although it con-
tains a very short string, and therefore lp::ideal
can lead the decoder to produce translations that
are longer than necessary simply because there is
space left for it. To compensate for this issue, we
add a second model component: lp::input, which
may differ significantly from the former.

LP1) One model component: An alternative
approach adds a single model component, lp::min,
which puts the two above mentioned components
together. If the ideal length is longer, the model
targets the input length. If instead the source sub-
title is longer, the model targets the ideal length,
aiming at producing a translation that observes the
time and space constraints even though the original
text is too lengthy.

3.4 Tuning process

Adding a new component to the model requires
learning its contribution and its interaction with
the other components. These model parameters are
adjusted in a process often referred to as tuning. In
this process a dataset for which gold translations
are known is used to incrementally tune the model
parameters towards improving a measure of qual-
ity, traditionally BLEU (Papineni et al., 2002).

In order to guide the model to select translation
candidates that are likely to be good while com-
plying with the length constraint, at tuning time,
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when compression is necessary the model must re-
ward phrases that are shorter. This can be done
by i) biasing the evaluation metric towards shorter
translations (Ganitkevitch et al., 2011); ii) using
evaluation metrics that go beyond string match-
ing, such as METEOR (Lavie and Agarwal, 2007),
which also matches synonyms and paraphrases;
iii) adding multiple reference translations that vary
in length; or (iv) filtering the tuning set so that it
contains only pairs of segments that comply with
the length constraint. These strategies do not nec-
essarily exclude each other, and can rather comple-
ment each other. An evaluation metric that rewards
compression in general does not suit our applica-
tion to subtitle translation, where segments should
only be compressed when necessary. As for tuning
with metrics like METEOR, the lack of quality in-
domain Portuguese paraphrases for the subtitle do-
main is an issue.4 Since having multiple references
is expensive, we opted for filtering the tuning set
so that it contains only subtitle pairs that comply
with the length constraint, i.e. subtitles whose tar-
get sides are equal or shorter than the source sides
and equal or shorter what is expected given the du-
ration of the sources (ideal length).

The tuning of the proposed systems is per-
formed using these controlled datasets and the
standard MERT procedure in Moses.

4 Experimental settings

4.1 Corpus
We use the most recent version of the parallel cor-
pus of subtitles distributed as part of the Opus
Project (Tiedemann, 2009). The parallel corpus
is made up of freely available fan-made subtitles5

for a large variety of TV series, movies and other
audiovisual materials. The English-Brazilian Por-
tuguese portion of the corpus amounts to 28 mil-
lion subtitle pairs. We selected the top 14 mil-
lion pairs to build a translation model, which we
judged to be enough for a PB-SMT system. The
data is already automatically pre-processed: tok-
enized, truecased and word-aligned.

To generate the tuning and test sets we took the
most recent episodes of three TV series from the
same source of fan-made subtitles, which were not
included in the Opus release: Dexter (D), How I
4Experiments with popular methods to generate paraphrases
such as (Bannard and Callison-Burch, 2005) resulted in very
poor paraphrases for this domain, most likely due to the
highly non-literal nature of translations.
5http://www.opensubtitles.org

Met Your Mother (H) and Terra Nova (T). A tuning
set and a test set was created for each of these se-
ries. These were pre-processed as the training data
using the tools and methods provided by Opus.

After filtering the tuning sets according to the re-
strictions defined in Section 3.4, the resulting sets
contained 1900 (D), 1130 (H) and 1320 (T) En-
glish subtitles and their single reference transla-
tions. For testing the models, a test set containing
400 source subtitles from 2 recent episodes of each
series (200 per episode, in their original sequence)
was compiled, amounting to 1200 subtitles. No fil-
tering was applied to the test sets.

4.2 Models and baselines
We experiment with the two variations of the
length constrained models (Section 3.3), LP2 and
LP1. Additionally, we consider three baselines:

Baseline 1 (B1) Google Translate, an off-the-
shelf SMT system known to be often used by
amateur subtitlers to generate translations.

Baseline 2 (B2) A PB-SMT system built using
Moses and the same corpus as our proposed
models, but tuned on unconstrained tuning
sets (2000 subtitles per series), i.e., with-
out selecting only subtitles that are compliant
with time/space constraints.

Baseline 3 (B3) A PB-SMT system built using
Moses trained on the same corpus as our pro-
posed models, and tuned on the same tuning
set (only space/time compliant subtitles), but
without any length penalty.

In all cases, the tuning of the systems was per-
formed individually for each TV series.

4.3 Evaluation
In order to objectively evaluate our approach for
both translation and compression, we have human
translators post-editing the machine translations
and collect various information from this process.
Meta-information from post-editing has been suc-
cessfully used in previous work to avoid the sub-
jective nature of explicit scoring schemes (Specia,
2011; Sousa et al., 2011).

We use a post-editing tool6 that gathers post-
editing effort indicators on a per-subtitle basis, in-
cluding keystrokes, time spent by translators to
post-edit the subtitle and the actual post-edited
6http://pers-www.wlv.ac.uk/˜in1676/pet/
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subtitle (Aziz et al., 2012). The tool allows the
specification of the length constraints and renders
the tasks differently according to how well the
translation observes time/space constraints. It uses
colors to facilitate the visualization of the com-
pression needs and indicates the number of char-
acters that need to be compressed or remain to be
used in the translation.

Each test set was given to human translators
along with the post-editing tool and guidelines
for translation correction and compression. Eight
Brazilian Portuguese native speakers and fluent
speakers of English with significant experience in
English-Portuguese translation post-edited the MT
outputs. We base our evaluation on the computa-
tion of automatic metrics such as HTER (Snover et
al., 2006) between the machine translation and its
post-edited version (Section 5).

4.3.1 Post-editing guidelines and task design
Guidelines and examples of translations were

given to the translators and adapted after a pi-
lot experiment with 150 subtitles post-edited per
translators. In a nutshell, translators should mini-
mally correct translations to make them fluent and
adequate (style and consistency should be disre-
garded) and compress them when necessary. The
following instructions summarise the guidelines:

• If the translation is fluent, adequate and fol-
lows the length constraint: do not post-edit it.

• If the translation observes the length con-
straint but is not fluent and/or is not adequate:
perform the minimum necessary corrections
to make it fluent and adequate, trying to keep
it within the length limit as much as possible.

• If the translation is fluent and adequate but
does not observe the length constraint: com-
press it towards the ideal length, preserving as
much as possible the meaning of the source
subtitle and keeping the translation fluent.

For the final evaluation, we split each test set in
batches of 50 subtitles and distributed them among
the eight translators in a way that the same an-
notator would never see the same source subtitle
more than once and would post-edit target subti-
tles from randomly selected systems. Subtitles in a
batch were shown in their original sequence so that
the translators could rely on previous and posterior
contexts for both compression and correction. An-
notators post-edited 200 subtitles a day.

5 Results

In this section we discuss the performance of the
systems in terms of automatic metrics computed
using the human post-edited translations for the
3 test sets (i.e. D, H and T). Note that transla-
tion quality and compression are jointly evaluated.
We use the multeval toolkit (Clark et al., 2011) to
score the systems and test them for statistical sig-
nificance.7 We report BLEU, TER and the hypoth-
esis length over the reference length in percentage
(LENGTH).8

To make the reference set we put together all
post-edited translations that were length compli-
ant. In addition, references longer than the ideal
length were kept only if no compliant paraphrase
was produced by any of the annotators (we ob-
served only 5 of those cases).

For all test sets (Tables 1 to 3), systems trained
using subtitles data outperform B1 (Google) by
a large margin, which shows that parallel subti-
tles provide phrase pairs that are naturally bet-
ter/shorter than those typical of general purpose
parallel data. Additionally, simply constraining
the tuning set to space compliant subtitles (B3) al-
ready yields significant improvement over B2 (un-
constrained tuning).

System BLEU ↑ TER ↓ LENGTH
B3 61.7 30.3 116.0
B1 43.6− 63.6− 156.5−

B2 58.1− 35.7− 127.3−

LP2 62.2 29.5 115.5
LP1 64.6† 28.3† 115.8

Table 1: Metric scores for the dataset D: p-values
are computed with respect to B3.

Table 1 shows that LP1 outperforms B3 in terms
of both BLEU and TER. It suggests that the length
penalty contributes to producing subtitles that re-
quire less post-editing. On the other hand, Ta-
bles 2 and 3 show no statistically significant dif-
ferences between B3 and the systems with length
penalties (except for LP2 on test set H). More-
over, while Table 2 suggests that LP1 produces
translations slightly longer than necessary (LP1’s
LENGTH is larger than B3’s), Table 3 shows that
LP2 compresses the translations slightly more than
7Hereafter †, ‡and ∗denote results that are significantly bet-
ter than a baseline (p < 0.01, 0.05 and 0.10, respectively).
−, =and ≡denote results that are significantly worse than a
baseline (p < 0.01, 0.05 and 0.10, respectively).
8The closer a system is to 100%, the closer its outputs are in
length to what human translators produce as final subtitles.
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B3 (LP2’s LENGTH is smaller than B3’s). These
somewhat conflicting results suggest that charac-
teristics of the dataset may affect the generaliza-
tion power of the length penalty (see Table 4).

System BLEU ↑ TER ↓ LENGTH
B3 70.8 20.0 108.5
B1 47.0− 52.8− 144.3−

B2 60.6− 31.3− 126.9−

LP2 70.3 21.0≡ 109.1
LP1 70.6 20.7 110.0=

Table 2: Metric scores for the dataset H: p-values
are computed with respect to B3.

System BLEU ↑ TER ↓ LENGTH
B3 60.0 33.8 120.2
B1 41.0− 63.1− 152.1−

B2 52.7− 44.1− 135.8−

LP2 60.4 33.4 119.3‡

LP1 57.9= 34.8 119.8

Table 3: Metric scores for the dataset T: p-values
are computed with respect to B3.

Table 4 shows the distribution of the input and
ideal lengths in our test sets. While the average
input length is almost constant across datasets, the
other two constraints show that the datasets H and
T require more compression than D.

Finally, although over 36% of the source subti-
tles in our datasets are not time/space compliant,
Table 5 shows that our systems decrease this non-
compliance in 10% by either filtering the tuning set
(B3) or modelling length penalties (LP2 and LP1).
Moreover, even if the automatic compression is not
enough, models LP2 and LP1 make manual com-
pression easier, as the lower percentage of mal-
formed PEs suggests.

5.1 Further improvements

The human post-editing produced 5 reference
translations for a set of 1200 sentences (400 per se-
ries). We used these sentences altogether to experi-
ment with an alternative tuning approach: a tuning
set with explicit human-made, mostly length com-
pliant, paraphrases (see Section 3.4). In Table 6 the

Set lp::input lp::ideal lp::min
D 28.82± 15.43 36.99± 14.40 26.03± 12.86
H 28.40± 13.81 33.25± 13.77 25.97± 12.20
T 28.34± 15.22 30.14± 11.47 24.61± 11.93

Table 4: Average length constraints (in number of
characters) in source subtitles.

Malformed B1 B2 B3 LP2 LP1

MT 44.15 34.41 25.40 24.57 25.65
PE 8.50 9.08 7.0 5.65 5.65

Table 5: Percentage of MT and human post-edited
translations that are longer than the ideal length.

superscript m denotes a system that was retrained
using this multiple-reference tuning set. We kept
B3 in the comparison to measure whether the new
tuning set brings up any significant performance
gain.

System BLEU ↑ TER ↓ LENGTH
Bm

3 63.2 26.8 103.8
B3 62.1≡ 27.0 106.1−

LPm
2 63.8 26.0‡ 103.3∗

LPm
1 64.1∗ 25.9† 103.6

Table 6: Metric scores for a dataset of 600 un-
seen sentences (200 from each series) post-edited
by 4 translators following the guidelines presented
in Section 4.3.1: p-values are computed with re-
spect to Bm

3 .

Adding multiple references in the tuning phase
yileds consistent and significant gains in perfor-
mance. The new systems significantly outperform
B3 in terms of both BLEU and TER. Furthermore,
B3 is the system which is the farthest from the
100% LENGTH, that is, the improved systems
produce translations that are closer in length to
what human translators produce as final subtitles,
with LPm

2 having the closest length. Finally, LPm
1

and LPm
2 are both significantly better than Bm

3 in
terms of TER.

6 Conclusions

We have presented an approach to successfully
compress subtitles in a multilingual scenario by
i) adequately choosing tuning data and ii) giving
a PB-SMT model the capability of controlling the
length of its hypotheses. Moreover, we have shown
that in the presence of reliable, often shorter, para-
phrases in the tuning set, more promising length-
constrained models can be produced.

In future work we plan to further evaluate the
model by trying to isolate edits due to transla-
tion quality from edits due to compression needs.
Besides we must consider other indicators of
post-editing effort such as post-editing time and
keystrokes.
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